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ABSTRACT
The aim of this work is to present Campus++, a location-based
publish-subscribe system for intermittently connected delay toler-
ant networks, exploiting IEEE 802.15.4 devices, and taking into
due account the severe constraints deriving from their physical char-
acteristics. We describe our proposed architectural model and how
we implemented our solution in a real test-bed. We investigate
the trade-off between reduction of delay and storage requirements
when nodes are memory-constrained. We provide some insights in
this trade-off and propose simple rules to dimension the number of
replicas per topic. To this end, we derive analytical models and we
validate them with simulations. We point out that our system can
be easily adapted to operate in a fully distributed, infrastructure-
less way, allowing free communications e.g. in disaster areas or in
areas in which "usual" communications means are either non exis-
tent or intentionally made unavailable.
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1. INTRODUCTION
The small size and power consumption of IEEE 802.15.4 de-

vices allows embedding them in GSM/UMTS U-SIM cards and/or
SD cards. The availability of such technology for data exchange
within mobile phones is very useful to complement GSM/UMTS
services, providing location-based or proximity services, such as
chat and advertisements in a commercial center, configuration data,
micro-payments, access control. In addition, once that we have
the availability of a free communication radio link, we can en-
large the assortment of offered services, supporting not only direct
data exchanges between two users within the 802.15.4 connectiv-
ity range, but also communication among intermittently connected
users. This is a typical scenario of so-called Delay Tolerant Net-
works (DTN) [2].

We argue that a communication paradigm well suited to this ser-
vice environment is publish-subscribe [4]. Besides, this paradigm
can satisfy the requirements of a community of users such as the
one of a university campus, complementing other services such as
voice and Internet access.

In this paper we present a location-based publish-subscribe sys-
tem based on a DTN technology, named CAMPUS++, that en-
ables a community of users equipped with IEEE 802.15.4 devices
(e.g., mini SD, ZSIMs [1]) to exchange messages regarding specific
“Topics“. We call these messages data-samples; users that send
data-samples regarding a topic are publishers of that topic; users in-



terested in receiving data-samples of a topic are subscribers of that
topic. Users exploit services by running Campus++ software on
their PDAs or mobile phones. The topics could have different pop-
ularity, i.e. different number of subscribers. The DTN is formed
by nodes that use a multiple-copy routing approach [2] and have a
limited memory to store and carry the published data-samples.

In addition to the description of our system, we observe that the
presence at the same time of memory constraints and topics with
different popularity issues a challenging optimization of the num-
ber of copies per data-sample. Indeed, as shown later, greedily
exploiting all the memory resources available in the network nodes
is counter-productive with respect to the system performance. Ac-
cordingly, we provide convenient formulae which allow to properly
dimension the number of copies/replicas per data-sample. We ver-
ify the effectiveness of our analytical modeling by means of simu-
lations. This work carries on the one presented in [12], introducing
the following changes: i) it integrates contributions about system
architecture, protocol and implementation description ii) it presents
newer and simpler results for the analytical part described in section
4.1 iii) it provides new analysis and simulation results in section 5.
We also presented a Campus++ demo in [13].

2. SYSTEM ARCHITECTURE AND PROTO-
COL DESIGN

The Campus++ system architecture is composed of 802.15.4 mo-
bile user devices, one or more 802.15.4 infrastructure nodes called
"way-servers", and one administrative server (Figure 1).

Way-servers are placed in strategic locations crossed by users
when they enter the service area. The roles of a way-server are: i)
to be the publisher of control-data; ii) to provide mobile terminals
with a loose system clock reference; iii) to inform the administra-
tive server about the current status of systems parameters, such as
the number of users, the number of subscribers per-topic, etc.

Figure 1: System architecture, composed of an administrative
server, one or more way-servers and several mobile devices

As regards the DTN routing paradigm, we choose "Spray and
Wait" [2] because of its simplicity, which suits the characteristics
of IEEE 802.15.4 devices, and because of its native support for
point to multi-point communication. Spray and Wait works as fol-
lows: when a new data-sample is published, it is replicated on R
different nodes of the network, including the source, and this pro-
cess is called spray phase. Subscribers can retrieve the data-sample
when they are in direct radio contact with one of these R nodes.

We point out that "Spray and Wait" is not a fully-fledged pro-
tocol but only a routing scheme, thus, as we can see in Figure 2,
we designed a publish-subscribe, receiver-driven full protocol that
works as follows: a node pulls data-samples when it either wants
to retrieve subscribed-to data-samples or when it wants to replicate
data-samples. To this end, nodes periodically emit Hello messages,

which advertise the stored data-samples and if some of them need
to be replicated [2].

Figure 2: Example of message exchange for data-sample re-
trieval

Moreover, since the available memory of nodes is limited, oldest
data-samples have to be removed from the system when new data-
samples are published on the same topic. This means that we need
a way to distinguish newer data-samples from older ones. To sup-
port data obsolescence we loosely synchronize all devices with
the clock reference provided by way-servers and use the publish-
ing time to set the data-sample-id. A node that is replicating a
data-sample marks it as ”removable“ if the node sees a neighbor
node with a newer data-sample of the same topic. Removable data-
samples will be indeed removed from nodes memory if space is
needed for new data-samples, so that the system memory is effi-
ciently used.

Time reference and other data control information are periodi-
cally distributed in the network by using the same publish-subscribe
mechanism. To this end we define a special topic called “built-in
topic”, whose publishers are only the way-servers and whose sub-
scribers are all user nodes. Built-in topic data-samples are repli-
cated in an epidemic manner on all the nodes of the network. When
a node periodically receives the control updates published on the
built-in-topic, the node sets itself as being inside the service area
and activates the DTN functionality (i.e. it starts participating to
the replication process). Conversely, if a node does not receive the
periodic update published on the built-in-topic, the node declares
itself as out of the service area and switches off the DTN function-
ality.

Finally, to make possible the DTN routing we need a way to
establish connections between intermittently connected nodes. Un-
fortunately the IEEE 802.15.4 Standard does not provide any kind
of “ad-hoc” mode but it requires one and only one PAN coordinator
for each personal area network (PAN). Given that security support
is not (yet) considered in our scenario, and that we use unique 64bit
extended addresses (i.e. MAC addresses), we do not find any rea-
son to follow the rule of having a unique PAN coordinator. Thus,
we force all nodes of the system to be PAN Coordinators.

For what concerns the implementation, we realized the DTN and
publish-subscribe functionality on the TI CC2430 System on Chip
(SoC)[3], which is an IEEE 802.15.4-capable device shipped with
128 KB of flash memory and 8KB of RAM.

The total code-size of the firmware is about 60 KB.

3. OPTIMIZATION PROBLEM DESCRIP-
TION

In this section, we introduce the considered scenario and as-
sumptions, we state the delay optimization problem, and we illus-
trate at a glance the trade-offs that emerge in the optimization.



3.1 Scenario
We abstract from consider a wireless network composed of N

mobile nodes that move within a service area according to a ran-
dom mobility model. Each mobile node may have publishing and/or
subscribing entities for topics; there are T topics and the i-th topic
has Si subscribing entities. Throughout the paper we refer to a pub-
lishing (subscribing) entity with the term publisher (subscriber).
Moreover, we refer to the parameter Si as topic popularity.

If a publisher and a subscriber for a same topic are within their
radio coverage range, they can directly exchange data-samples. When
this is not the case, we assume that data-samples are forwarded
throughout the DTN using the “spray and wait” approach. Specif-
ically, the data-samples for the different topics are replicated into
the memories of nodes by using the so-called binary spray [2]. Bi-
nary spray spreads the replicas of a data-sample for the i-th topic
as follows: the source generates Ri replicas (including the original
data-sample); any node A with x > 1 replicas1 of the data-sample
that meets a nodeB with no replica forwards bx/2c of its copies to
B and keeps the remaining copies.

Unlike [2], we focus on the case of nodes whose memory made
available for the DTN forwarding process is bounded. Specifically,
we assume that each node may store at mostCn data-samples. This
sets forth the additional condition that a data-sample is replicated
only whenever a neighbor node has at least one memory slot avail-
able. The introduction of a memory bound in a topic-based sys-
tem (where data-samples are persistently generated) implies that
a suitable mechanism must be introduced to control the data ob-
solescence such the one described in section 2. In what follows,
for simplicity, we idealize such data obsolescence mechanism by
assuming that all the data-samples for a given topic are removed
from the memory when a new one is published for that same topic.

Finally, we assume that the time needed to exchange data-sample
among neighbor nodes is negligible, and that a contact among nodes
lasts for a sufficient amount of time to exchange all the data-samples
required by the DTN forwarding rules.

3.2 Problem Statement and definitions
We recall that the main characterizing feature of the spray and

wait protocol is the number of replicas Ri that are disseminated
during the spray phase for each data-sample published to the i-th
topic. In this work, we aim at globally optimizing said number of
per topic replicas R = [R1 · · ·RT ], for minimizing the average
time D between the publication of a data-sample and its reception
by subscribers. We call this delay the mean delivery delay. Ob-
viously, this delay depends on the different topic popularity Si. It
is readily expressed as the weighted sum of the mean delays Di
perceived by subscribers of topic i, where the weights are the ratio
between the number of subscribers for topic i and the total number
of subscribers in the system 2. In formula:

D =

T∑
i=1

Si∑T
j=1 Sj

·Di (1)

1Note that when a node, because of the spray operation, holds x >
1 replicas for a data-sample, all the x − 1 copies do not account
in the memory occupation of the node, i.e. only one copy of the
data-sample is actually stored in the node memory, together with a
counter that keeps track of the number of local replicas.
2We note that every node may be a subscriber for one or more top-
ics, so the number of subscriptions could be greater than the num-
ber of nodes. Throughout this paper we consider one subscriber
per subscription, so also the number of subscribers could be greater
than the number of nodes.

It is convenient to express the number of replicas Ri in terms
of two parameters which we refer to as memory utilization (ρ) and
sharing factor (φi). We define the memory utilization ρ as the ra-
tio between the network-wide memory space used to store data-
samples Cu =

∑
iRi and the overall available memory Ctot =

NCn where N is the number of nodes in the network:

ρ =
Cu
Ctot

=

∑T
i=1Ri

NCn
(2)

Moreover, for each topic i we define sharing factor φi as the frac-
tion of the used memory space Cu assigned to topic i for its repli-
cas:

φi =
Ri
Cu

=
Ri∑T
j=1Rj

(3)

The number of replicas deployed for a given topic i is readily ex-
pressed in terms of these two above defined parameters as:

Ri = ρ · φi · Ctot = ρ · φi ·NCn (4)

The problem thus consists in determining the optimal set of pa-
rameters ρ and {φi} so that the delay D given in equation (1) is
minimized, under the condition that no node is able to locally store
more than Cn distinct replicas.

3.3 Discussion
At a first glance, the need to account for the memory utilization ρ

may not be evident. Indeed, the per topic average delay Di clearly
depends on the number of deployed replicasRi, and without mem-
ory constraints the delay performance would improve with a larger
number of replicas. It could therefore naively appears that the sum
of the replicas should be set to the maximum value allotted by the
global memory constrains, i.e., ρ = 1. However, a closer look re-
veals that this is not the case. Indeed, the optimal choice derives
from trade-offs that involve both the memory utilization and the
sharing of the memory space:

• memory utilization - as we increase the overall number of
replicas in the system, the probability that the subscriber meets
a node having one of these replicas increases and that tends
to reduce the delivery delay. Conversely, as we increase the
overall number of replicas in the system, the probability of
finding a node with a free memory space decreases. Conse-
quently, the duration of the spray phase is longer, the time
required to spread in the system a given number of replicas
increases and that tends to increase the delivery delay.

• memory sharing - let we consider a situation where each
topic has the same number of replicas and hence all topics
fairly share the system memory. As we increase the number
of replicas for a given topic i, we have to decrement the repli-
cas for another topic j, so as to maintain constant the mem-
ory occupancy. In doing so, the delivery delay of topic i de-
creases and the delivery delay of topic j increases. This de-
lay unfairness could reduce the overall mean delivery delay
(D), when the number of subscribers Si of topic i is greater
than Sj . However, an excessive unfairness could cause so
high delay penalty for subscribers of topic j as to vanish the
benefits of delay reduction obtained by subscribers of topic
i.

4. PROBLEM RESOLUTION
In the general case of different topic popularity, a delay opti-

mization jointly targeting the parameters ρ and {φi} appears nu-



merically cumbersome. Therefore, we resorted to a sub-optimal
sequential approach which consists in two subsequent steps:

1. memory utilization optimization: first, we derive the mem-
ory utilization ρ which minimizes delay in the assumption
that all the topics have the same popularity and, hence, φi =
1/T ;

2. sharing factor optimization: second, we derive the sharing
factors φi, by assuming that the available memory is the one
derived by the previous memory utilization optimization.

To simplify the analytical computation we consider exponentially
distributed inter-meeting time between any pair of nodes. This
implies that each node sees another (uniform distributed) random
node every 1/λ seconds (in mean).

4.1 Memory Utilization Optimization
Under the assumption that all the topics have the same popular-

ity and deploy the same number of per topic replica R = Ri, the
subscribers of the different topics experience the same delay that is
equal to the mean delivery delay, i.e. D = Di. It therefore suf-
fices to study the delivery delay for a single topic, by determining
an analytic formula (eq. 10) which expresses the delivery delay
as a function of the memory utilization, and numerically find the
optimal value of ρ that provides the minimum delay value.

To make the computation ofD analytically tractable we resort to
the following assumptions:

• we approximate the binary spray mechanisms as an epidemic
diffusion of data-sample replicas that stops when the target
number of replicas Ri is reached.

• we assume only one spray at a time; in other words, during
the spray phase of the considered topic, the amount of mem-
ory used for data-sample replicas of other topics does not
change. This is a good approximation for the case of infre-
quently emissions of data-samples, whereas it should be con-
sidered as a worst case if data-samples production becomes
frequent.

We model the evolution of spray and wait using the continuous
time Absorption Markov Chain represented in figure 3. The state
variable of the Markov chain is the number of deployed replicas
of the considered topic. When a data-sample is first produced,
the chain starts with state 1, meaning that only the producer has
a copy of the data-sample. Whenever the producer "meets" another
node, the chain moves to state 2, meaning that two nodes in the
network carry a data-sample replica. When the chain reaches state
R, meaning that the data-sample is copied over R nodes, the so-
approximated spray phase stops.

In addition, a special state called "absorption" state models the
reception of the data-sample by a selected subscriber for that topic,
hereafter referred to as target subscriber. As such, the average data-
sample delivery delay can be simply computed by determining the
absorption time in the Markov chain.

When the selected topic replication process starts, some nodes
could have their memory full and so they cannot accept any more
replicas. We refer to the probability that a node has at least one free
place in its memory as fR, and we conveniently call

n = (N − 2)fR (5)

the number of nodes with at least one free place in memory
(N − 2 are the number of nodes seen by a replica node without
considering the subscriber node).

If we call λ the inter-meeting time frequency, we can also conve-
niently define the frequency of which a node encounters a specific
node in the network as:

γ =
λ

N − 1
(6)

Figure 3: Markov chain representing the number of replicas in
the system for a given data-sample.

Each state i ∈ (1 : R − 1) in the chain has two outgoing tran-
sition rates: one towards the state i + 1, and the other towards the
absorption state. These transition rates are derived and justified as
follows:

• transition rate {i → i + 1}. When the chain is in state
i, a transition to state i + 1 occurs whenever one of the i
replica nodes encounters any of the remaining nodes except
the target subscriber. Since the rate of at which one node
encounters one another (specific) node is γ, i are the replica
nodes, and n − i + 1 are the nodes that both do not hold
the replica and that had at least one free space in its memory
when the spray phase started, we conclude that the transition
rate {i→ i+ 1} is expressed by the product iγ(n− i+ 1).

• transition rate {i → absorption}. Transition to the ab-
sorption state occurs when the target subscriber meets any
of the i nodes holding the data-sample. In formula, this is
expressed by iγ.

Using this chain, the mean delivery delay D of the considered
topic can be calculated as the delay between the state 1 and the
absorption state (state 0). We define ∆i and δi,j respectively the
mean time the system remains in the state i and the average time
needed to move from the state i to j. The state equations can be
written as:

δ1,0 = ∆1 +
n

n+ 1
δ2,0 (7)

δ2,0 = ∆2 +
n− 1

n
δ3,0

δ3,0 = ∆3 +
n− 2

n− 1
δ4,0

...

δR,0 = ∆R

The mean time ∆i the system remains in the state i is given by



the inverse of the outbound transition rates from each state:

∆1 =
1

γ(n+ 1)
(8)

∆2 =
1

2γ(n)

∆3 =
1

3γ(n− 1)
...

∆R =
1

Rγ

To conclude the analysis, it remains to derive the probability fR
used in 5 for deriving n from the number total number of nodes in
the network n. This is defined as the probability that an encoun-
tered node has a free memory slot to accommodate the replica. We
remark that fR does not change with the chain evolution, and can
be computed by quantifying the probability that a node has at least
one free memory slot before the start of the spray phase, i.e. when
there are only R(T − 1) replicas in the system generated by the
remaining topics. Specifically, note that the replicas generated for
the considered topic do not affect the probability fR. Indeed, nodes
which already hold a replica for the considered topic are not ac-
counted in the term fR, but are accounted in the complementary
term (n− i+ 1) within the state transition rate. It follows that fR
can be well approximated by:

fR = 1−
(
N−1
N

)CN−R(T−1)

= 1−
(
1− 1

N

)−(N)
(

R(t−1)
N

−C
)

≈ 1− e
R(t−1)

N
−C

(9)

This formula is obtained considering that before the start of the
spray there are Ctot − R(T − 1) memory slots available for the
considered topic, distributed on node memories. Considering free
memory slots as ”tokens“ randomly assigned to nodes, the probabil-
ity that a node has at least a free memory slot is the complementary
probability that the node has not been assigned any free space.

Solving equations and expressing the i-th Harmonic number as
Hi, we obtain the following expression for the mean delivery delay
D = δ1,0 as a function of the parameter R:

D =
HR − 1

(n+ 1)γ
+

1

γR
(10)

which can be rewritten in terms of the memory utilization ρ (and
numerically minimized with respect to such unique variable) by
simply substituting:

R = ρ · Ctot
T

= ρ · N · Cn
T

4.2 Sharing Factor Optimization
In this section we derive the optimal sharing factors φi, under

the assumption that the number of memory slots used in the net-
work is fixed to the value Cu = ρCtot, where ρ is the memory
utilization value which minimizes expression 10. Although (10)
provides a delay expression which accounts for both the spray and
the wait phases, to achieve a closed-form solution, similar to [2]
we approximate the delay by neglecting the spray phase3. In this
case, as shown in [2] and as a corollary of the previous analysis (i.e.
3Note that a more precise analysis, though necessarily addressed
via numerical means, may be developed by leveraging the results
derived in the previous section instead of using the approximation
(11). In fact, it is easy to recognize that equation (10) is readily ex-
tended to the general case of different per topic delaysDi versus the

considering D ≈ δR,0 = ∆R) the mean delivery delay for topic i
reduces to the very simple expression:

Di =
1

γRi
=

1

γCuφi
(11)

Consequently, to compute the sharing factors φi we need to solve
the following constrained optimization:

min
φ

T∑
i=1

Si
γCuφi

∑
j Sj

(12)

s.t.
∑
i

φi = 1 (13)

A closed form solution can be accomplished by means of a La-
grange approach. As a result, we obtain the following simple re-
sult:

φi =

√
Si√

S1 + ...
√
ST

(14)

This result states that, for a relatively large number of nodes com-
pared to the number of deployed replicas, i.e. when the spray time
is small with respect to the wait time and hence approximation (11)
is tight, the number of deployed replicas per topic is proportional to
the square root of the topic popularity, namely the number of topic
subscribers.

5. PERFORMANCE EVALUATION
To validate the effectiveness of the proposed optimization and

the modeling results, we developed an ad-hoc event-driven simu-
lator. The simulator has been written from scratch and its code is
available at [5]. As reference scenario, we considerN = 100 nodes
that move in an area of 500X500 m2. The radio coverage range is
set to 50m, simulation duration is 500000 seconds. Every node has
enough memory to store up to 10 different data-samples. We used
movement traces in which the mean inter-meeting time between a
specific pair of nodes is 1400s (i.e. N/λ = 1400, the inter-meeting
time between any pair of nodes hence being 1/λ = 14s).

In the simulator data-samples are generated as follows. For each
topic, a first data-sample is generated by a randomly chosen pub-
lisher node at the start of the simulation (initial random offsets be-
ing used to avoid synchronized start). Then, every topic proceeds
in parallel by independently generating subsequent data-samples.
Each new data-sample is generated by a topic only when all the
subscribers have received the previous data-sample. Specifically,
after a 300s supplementary time gap at the end of the previous data-
sample delivery phase, a new random publisher is selected for the
considered topic.

We carried out the three kinds of performance evaluation, aimed
at providing insight about the following aspects:

• effectiveness of the overall optimization (memory utilization
+ sharing factor) with respect to a not-optimized system;

• performance trade-offs related to the memory utilization;

• performance trade-offs related to the sharing factor.

corresponding φi, as it depends only upon the φi value for the con-
sidered topic. Such dependence is indeed confined to the exponent
in equation (9), where we note that Ctot−R(T −1), in the general
case of different popularity, can be rewritten as Ctot−Cu+Cuφi.
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Figure 4: Memory utilization configuration versus the number
of topics and sharing factors in case of 30 topics

5.1 Optimization Effectiveness
We consider nodes moving according to the Random WayPoint

(RWP) model [11] with constant speed of 1 m/s and a constant
pause time of 5 s. We considered 5 scenarios with different number
of topics, i.e. T = 30, 50, 70, 90, 100 topics. The topics have
different popularities; we group the topics in 10 different groups of
equal size and set the popularity of each group according to a Zipf
distribution [6], with parameter α = 1.8. The topics of the same
group have the same popularity (a topic of the first group has 27
subscribers, a topic of the last group has 1 subscriber).

The subscriptions are uniformly assigned to nodes, so that nodes
without any subscriptions are only used for store-carry-forward DTN
operations.

The upper plot of the figure 4 shows the values of the memory
utilization ρ resulting from the optimization versus the different
number of topics. We observe that, varying the number of topics,
the optimal memory utilization remains in the interval to 0.80-0.9;
this tells us that it is not convenient to use all the available memory.

The lower plot of the figure 4 shows the sharing factors {φi} of
the different topics in case of 30 topics. Those topics are divided
in 10 groups (3 topics for each group) and popularities follow the
previously described zipf distribution. We observe that the sharing
factors are proportional to the topic popularities and this proportion
depends on the square root of the number of subscriptions as stated
in eq. (14).

In figure 5 we report the comparison of the mean delivery delay
for an optimized a non optimized system. In the non-optimized
system, all the available memory is used (ρ = 1) and the memory
spaces is equally distributed among topics (i.e. φi = 1/T ).

We observe that the performance improvement provided by the
sub-optimal configuration increases with the number of topics. How-
ever, even if it is not reported in the plot, this improvement does not
always grow as the number of topic. As an example, if we consider
the extreme case of 1000 topics, each topic has the possibility of
deploying only 1 replica, thus the optimization returns the same
configuration of the non-optimized system (i.e. 1 replica per-topic)
and the delay performances are equals.

In general, we argue that the presented optimization is not ef-
fective in cases of very little or very large amount of topics (re-
spect to the number of nodes an their capacity), but in the cases of
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Figure 5: Mean delivery delay with and without optimal con-
figuration varying the number of the topics

“moderate” number the presented optimization provides a valuable
performance improvement. In fact:

• in case of very few amount of topic, both the optimized and
non-optimized systems put a large amount of replicas for
each topic. This results in good delay performance of the
non-optimized system so the improvement carried by the op-
timization is very limited (see for example the case of 20
topic in figure 7).

• in case of many topics, as for the case T = 1000, Cn =
10, N = 100, the optimization is not effective because the
only viable solution to diffuse all the data-samples is to use
only one replica per topic (i.e., no replication).

• in case of a moderate number of topics when the previous
conditions do not occurs, the presented optimization pro-
vides valuable performance improvements.

In figure 6 we plot the comparison of the mean delivery delay
of optimized and non optimized system varying the distribution of
the popularity. In particular, we varied the distribution parameter
α previously described so that for α = 0.01 we have almost a flat
popularity (about 5 subscribers for all the topics) and for α = 3
we have a very popular topic groups (with 39 subscribers) while
the others are unpopular (from 3 to 1 subscribers for each of the
remaining groups). As we expected, as α grows the optimization
becomes more and more effective and the gain compared to the
unoptimized case grows as well. As α decreases, the gain due to
the sharing factor optimization decreases and tend to vanish when
α is very small so that for α = 0.01 remains only the effects of the
memory utilization optimization.

5.2 Memory Utilization Trade-offs
In this section we analyze the performance trade-offs related to

the memory utilization.
We consider scenarios where the topics have the same popularity,

then φi = 1/T . We feed the simulator with a trace that follows
the random waypoint mobility model previously described. Figure
7 shows the mean delivery delay varying the memory utilization
and the number of topics. As discussed in section 3.3, the graph
confirms the presence of an optimum point after which the benefits
of introducing more replicas in the system are overwhelmed by a
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Figure 6: Mean delivery delay with and without optimal con-
figuration varying the popularity distribution parameter α
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Figure 7: Mean delivery delay varying the number of topics
and memory utilization ρ

longer spray phase. The optimum point varies with the number of
topics and the performance worsening due to memory saturation
increases with the number of topics, as we can see for instance by
comparing the difference between optimal memory utilization and
ρ = 1 for the cases 100 topics and 20 topics.

The reason is due to the different number of replicas per topic in
these two cases, that respectively varies in the ranges 1-10 and 1-50.
When we add more replicas in the system, the spray time increases
as well. During the spray process, the first replicas are diffused
more rapidly, while the latest ones are diffused more slowly. In
fact, data-samples can be replicated only on nodes with available
memory and that are not already holding a replica for that data-
sample. However, when the spray time become significantly high,
several replicas are already displaced in the case of 20 topics, while
just few replicas are spread for the case 100 topics. For this reason
the performance gap between the optimum point and the full mem-
ory occupation is smaller in the case of 20 topics and bigger in the
case of 100 topics.

The graph also shows by arrows the values of memory utilization
(i.e. values of the x-axis) returned by the utilization optimization
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Figure 8: Mean delivery delay for the case of 100 topics equally
divided in two groups, named popular and unpopular

(sec. 4.1). As we can see, the optimization succeeds in finding the
optimum groups are the ones presented point in all the presented
cases.

5.3 Sharing Factor Trade-offs
In this section we analyze the performance trade-offs related to

the sharing factor.
We consider a scenario where we have 100 topics equally di-

vided into two groups, named ”popular“ and ”unpopular“ : topics
belonging to the popular group are have 50 subscribers, while top-
ics belonging to the unpopular group have 10 subscriber.

Figure 8 represents the delivery delay of popular and unpopular
topics and the overall average delivery delay (D) varying the shar-
ing factor of the popular topics while keeping ρ = 1. Each point
x of the x-axis represents the sharing factor for one popular topic
(1/1000 ≤ x ≤ 9/1000); in that point each unpopular topic has a
sharing factor equal to (10 − x)/1000. We observe that the mini-
mum of the average delivery delay is achieved with a sharing factor
of 7/1000 for popular topic, and 3/1000 to unpopular ones. This re-
sult confirms the one given by formula (14) that finds the optimal
value in the point 0.00690983.

6. RELATED WORK
Several DTN routing strategies have been proposed so far. If we

classify these strategies according to the number or replicas intro-
duced in the network, we have single-copy routing schemes, where
only one single copy of a given message is routed and forwarded,
and multiple-copy routing schemes, where multiple copies of the
same message are routed and forwarded independently.

The single-copy routing scheme proposed in [7] belongs to the
first category. In this work, authors propose a routing scheme called
“seek and focus” where a single copy of the message is passed by
nodes according to an utility function that depends from the latest
time a node encounters the destination. In the seek phase, if the
utility around the node holding the data is “low”, the node hands
over the data to a neighbor node, with probability p until a node
with an high utility is found. When this node is found, the focus
phase starts and nodes use utility-based forwarding to deliver the
message to the final destination.

With regard to the multiple-copy routing schemes, one possible
approach is to distribute a message to all or almost all the nodes



in the network. This is the case of [8] where authors propose the
so called epidemic routing. This approach consists in distributing
messages to node called “carriers” that are within a connected por-
tions of ad-hoc networks. During their movements, carriers will
come into contact with another connected portion of the network
thus “infecting” additional islands of connected nodes.

The probabilistic routing approach proposed in [9] called PROPHET
(Routing Protocol using History of Encounters and Transitivity)
aims to overcoming the two main limitations of the epidemic rout-
ing approach: the assumption of infinite buffer space and band-
width in the nodes and the inability of predict user movements.
To overcome such limitations, PROPHET exploits a forwarding
strategy based on a probabilistic metric, the “delivery predictabil-
ity”: nodes that are often encountered have a high delivery pre-
dictability and delivery predictability reflects the transitive prop-
erty, according to which if node a frequently encounters node b,
and node b frequently encounters node c, then node c probably is a
good node to forward messages destined for node a.

There exists also a multiple-copy routing version of the single-
copy routing scheme proposed in [7]. This scheme has been pre-
sented by the same authors in [2], it is called as “spray and wait”
and it is the one we used in this paper. In the same work, the authors
propose a second scheme, denoted as “spray and focus”, which
consists of two different phases as well: i) the spray phase, which
is the same as the spray phase in the “spray and wait” scheme, ii)
the focus phase, during which each of the L message copy is in-
dependently routed according to the single-copy scheme proposed
in [7]. In addition, they provide some insight on how to choose
the number of replica to spray in the network to achieve a required
expected delay (expressed as a multiple of the optimum minimum
delay).

For what concern DTN routing used with the publish-subscribe
communication paradigm, we cite SocialCast [10]. This work re-
lies on the notion of utility U of a node N with respect to interest
I, that represents how good a carrier N is to carry messages match-
ing the interest I. The basic assumption is that hosts which have
same interest spend time co-located, so that the SocialCast rout-
ing aims at exploiting as carrier for messages hosts which have
been co-located often with the interested. Kalman filter forecasting
techniques are used to predict the future evolution of the movement
based on previous observations on some attributes characterizing
social behavior.

7. CONCLUSIONS
In this work we presented system architecture and the protocol

design of Campus++, a location-based publish subscribe system for
intermittently connected networks. We tackled the problem of how
to optimize the mean delivery delay of DTN messages. We con-
sidered scenarios where i) the DTN nodes make available only a
limited memory space for routing purposes, and ii) topics have dif-
ferent popularity, i.e. different number of subscribers. We focused
on spray-and-wait routing scheme and therefore the only configu-
ration parameter that could be optimized is the number of replicas
per topic.

Given that providing an holistic approach results too complex,
we split the optimization problem in two parts and we provided an-
swers to these basic questions: i) which is the optimal amount of
available memory to use for replication purposes (memory utiliza-
tion), and ii) which is the right way to share this amount of mem-
ory among topics (sharing factor). In doing so, albeit we derived
a sub-optimal solution, we derived handily and effective formulas.
Indeed, with the exclusion of extreme cases of too few or too many

topics, the optimization provides a reduction of the mean delivery
delay up to 60%, with respect to a non-optimized system

Finally, we argue that our optimization results can be used not
only in case of spray-and-wait routing but also in cases of other
multiple-copy routing schemes, which have the number of replicas
as input parameter.
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