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Performance Evaluation of a New Technique for
IP Support in a WDM Optical Network: Optical
Composite Burst Switching (OCBS)

Andrea Detti, V. Eramo, and M. Listantvlember, IEEE

Abstract—in this paper, the optical composite burst switching structures transparent to the bit rates and the coding formats
(OCBS) technique is proposed to be implemented in an e_tll-optical [41-[7].
backbone network to support Internet protocol (IP) traffic. The The first optical switching paradigm that has been proposed in

OCBS is based on two main features. First, several IP packets ,. . . N
are assembled in a single macropacket, called burst. Second, the/ltérature is the optical packet switching (OPS) [8]-[11] based

burst contention in an optical switch is handled by means of two 0N fixed-length packets and synchronous node operation [12],
techniques, the wavelength dimension and the burst-dropping [13]. The drawbacks of this approach mainly consist of the dif-
(BD) techniqu_e. Differe_nt fr_om traditional optical burst switching, ficulty of implementing the optical synchronizer and of pro-
where an entire burst is discarded when all of the output wave-  .oqging the packet headers in the electronic domain [14]. A more

lengths are engaged at the arrival instant of the burst, a switch t and - Lin this directi t least
adopting the BD technique discards only the initial part of a burst recent and more promising proposal in this direction, at leas

finding all of the engaged output wavelengths while forwarding in short-medium term, is a new switching paradigm called op-
the final part of the burst, beginning at the instant in which one tical burst switching (OBS) [15]-[18] based on variable length
Wa_velength becomes free. The OCBS allows an increase in thepackets (Ca”ed)ursts, asynchronous node Operation, and the
switch throughput in terms of number of accepted IP packets be- decoupling of the burst payload from its header with control

cause a burst contains a given number of IP packets. We introduce kets t f d | ths diff tf the dat
the analytical model that allows us to evaluate the effectiveness of packets transterred on wavelengtns difierentirom the data ones.

the technique and, in particular, the obtained saving; furthermore, The question arising is how to carry IP traffic by means of
a sensitivity analysis of the saving, with respect to both the optical a new network architecture adopting the OBS switching para-
burst switch parameters and the traffic load, is carried out. digm. OBS requires that the bursts should be at least several
Index Terms—Dimensioning, optical burst switching, perfor- kilobytes long, which is not the case in the present IP packets.
mance evaluation, wavelength conversion, wavelength division Long bursts offer two main advantages, reducing the packet for-

multiplexing (WDM) networks. warding rate in the core switches and overcoming the link effi-
ciency problems due to the guard times between optical packets
I. INTRODUCTION needed in order to take account of the switching times of the

optical devices in the core switches. The issues mentioned re-
T HE increase in the demand of transport capacity due to thigire the aggregation of several IP packets in a single optical
explosive growth of the Internet protocol (IP)-based traffigyrst and, hence, it is necessary to implement the assembly and
has fueled the development of high-speed transmission syst@fligssembly functions from IP packets to the burst format and
and the emergence of wavelength division multiplexing (WDM)ice versa.
technology [1]-[3] that, in the near future, will support hundreds |, this view, the Internet transport architecture is structured
of wavelengths of several gigabits per second each. Howevgrywo functional layers. The external layer, compatible with
the bottleneck due to the processes required for switching s today’s Internet transport architecture, is the electronic
packets within the routers could not allow IP networks to ta“iﬁyer performing traffic aggregation and main packet-routing
the full advantage of the huge capacity of the underlying trangmctions, whereas the internal layer, here called switched
mission systems. optical network (SON), is based on the optical technology and
Some research efforts are directed toward the study and fi&forms transmission and low layer switching functions. Some
definition of network architectures in which the transmissiogdge switches (ES) are located at the boundary between the
and the low-level switching functions are realized in the opticg),q layers. IP traffic is injected in ES’s by standard electronics
domain while the forwarding and routing functions are impleyetworks, i.e., local area networks (LANS), metropolitan area
mented in the electronic domain. Such architectures aim at fRsnworks (MANS). The ES'’s perform traffic aggregation, burst
ducing the processing requirements in the IP routers and, fla'b‘mposition, and routing functions, i.e., they assemble in a
thermore, at implementing switching and transmission infraingle burst a set of incoming IP packets directed toward the
same remote ES. Once a burst is composed, it is forwarded
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the literature. The most important techniques are buffering andSome ES’s are located at the boundary between the two
wavelength dimension. The application of buffering techniquayers. IP traffic is injected into ES’s by standard electronics
would make the structure of a optical burst switch strictly closgetworks, i.e., LANs, MANs. The ES’s perform traffic ag-
to that of a traditional electronic packet switch; therefore, it ha@segation, burst composition, and routing functions, i.e., they
been extensively studied, e.g., in [19], [20]. Unfortunately, &ssemble in a single burst a set of incoming IP packets directed
least with current technology, optical buffers can be only impléoward the same remote ES. Once a burst is composed, it is
mented through a bundle of fiber delay lines (FDLs). This sigorwarded through the SON.

nificantly reduces the buffer capacity of a optical packet switch The choice to aggregate more IP packets in an optical burst
and the number of FDLs becomes a critical system design pramade for two reasons, to obviate or ameliorate the bottleneck
rameter because it has a heavy impact on the optical hardwiEhe core switches by reducing the burst-forwarding rate, and
volume, on the switch size, and on the noise level due to tiereduce the link inefficiency due to the guard times inserted
transit of optical signal in FDLs. The wavelength dimensioR€tween the optical packets in order to take into account the
technique [21] uses the wavelength dimension as a logical buff¥fitching times of the optoelectronic devices. Nevertheless, a
in the WDM optical network layer. In [21], a network solution isC'itic@! issue in the aggregation technique is the waiting time of
proposed that eliminates the need for optical buffers by splittifg€ P Packets needed in this assembly process; this issue is dis-

the traffic load on the wavelength channels by means of tuneaf$Se€d in [23]. Moreover, packet aggregation function entails
optical wavelength converters that the performance of the switched optical network must be

In this paper, we propose and analyze a new switchif aluated in terms of indexes characterizing the IP packets and

paradigm, called optical composite burst switching (OCBS), i3 t the optlca! burst;; furthermore, the techniques, mtroduced
be implemented in the SON for the support of IP traffic. Th|n5|de the optical switch to solve the packet contention prob-

OCBS is derived from the OBS and its basic features are tr%rt'ns, must be chosen in order to minimize the 1P paCket loss
d not the burst loss, although the two indexes are tied to each

. . ) a
th(Tl ao?%reg?tlon dclLsf\{ﬁ rallj P faCk?tS t'.n a.smgle dTnZCgOpac%%er. The present section is organized as follows. The adopted
C? te L![I’S ’ha.n a the urs (ion Ef[ﬂ '%r.' IS handle y.meigspacket delineation protocol is discussed in Section II-A. The
of two techniques, he waveleng IMENSIon  previoUSYcps is described in Section 11-B, in which the BD technique

mentiont_ac_i and the burst-dr_opping (BD)_ technique. for solving burst output contentions inside the optical switches
In traditional OBS, an entire burst is discarded when all of the 550 illustrated.

output wavelengths are engaged at the arrival instant of the burst.
In contrast, a switch adopting the BD technique discards only
the initial part of a burst as long as a wavelength becomes flde
on the output fiber; from this instant, the switch will transmitthe The IP packet delineation function is implemented inside the
rest of the burst. Note that OCBS allows the switch throughpES's as illustrated in Fig. 1; this is needed for the destination
to be increased in terms of the number of accepted IP packeS's in order to discriminate the IP packets contained in an
because a burst contains a given number of IP packets [2@}tical burst. Many popular point-to-point data link protocols
[24]. In our analysis, we introduce analytical models that allowse the high-level data link control (HDLC) framing mechanism
us to evaluate the effectiveness of the technigue and, in parf@5], which delineates protocol data unit (PDU) by means of a
ular, the savings obtained in terms of IP packet-loss probabilgpecial bit pattern or flag. When such a flag occurs in the pay-
when both the wavelength dimension and the BD techniquiesid portion of a frame, an escape byte, used to pad the trans-
are adopted with respect to the case in which only the formendtted byte stream, enables the receiver to differentiate between
used. Furthermore, a sensitivity analysis of the performanceafrue framing flag and an occurrence of the flag pattern in the
an OCBS, with respect to both the optical burst switch paramigser information. The need to process each byte in the incoming
ters and the traffic load, is carried out. byte stream to identify the flag pattern makes this frame delin-
The present paper is organized as follows. The proposed @ation method increasingly more complex and expensive to im-
chitecture of the switched optical network is discussed in Seilement as the interface speed increases. In order to overcome
tion II; the analytical models to evaluate the performance aiféis problem, the simple data link (SDL) protocol has been pro-
described in Section II1. In Section IV, numerical examples arPsed [26], [27]. Based on using a length indicator field and a
performance results are given. Finally, in Section V, we discu8gader cyclic redundancy (CRC), rather than a flag, to delineate

the achieved results and give comments about further resedf@es, SDL is inherently scalable to high speeds and provides
items. constant transmission overhead. An example of a possible SDL

frame structure is sketched in Fig. 2. Fields are transmitted from
left to right. Here, we provide a brief interpretation of each field

IP Packets Delineation Protocol

Il. SWITCHED OPTICAL NETWORK ARCHITECTURE in an SDL PDU.

The proposed network architecture is sketched in Fig. 1. Two—  Length Indicator (LI) field This field, two octets long,
functional layers are envisaged; the external one is the electronic contains the length of the information field (IP packet)
layer performing traffic aggregation and main packet routing in bytes. This field allows the specification of a length
functions, whereas the internal layer, here called SON, adopts up to 64 kB. This length allows the receiver to identify
OCBS. Itis based on the optical technology and performs trans- the end of the current PDU and the beginning of the

mission and low layer switching functions. next one.
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Fig. 1. Optical switched network architecture.
Header Payload FCS field at the beginning of each SDL PDU to extract the framed

datagram in the SDL payload and to determine the standard
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point of the next SDL PDU; Fig. 3 illustrates this operation.
Under normal operation, the SDL receiver can extract the IP

IP packet (optional)

packets without processing every single byte on the data link.

16 16 0-64KB 0-32 This is one of the aspects that makes SDL particularly suitable
‘ for very high transmission speeds with respect to HDLC. An-
Fig. 2. SDL frame format. other important function of SDL is to allow resynchronization

of the receiver after the delineation is lost; this is realized by

Header CRC field The value of the two-octect-long finding the match of the LI and header CRC fields.
header CRC field is calculated over all bits in the LI
field. CRC operation is designed to allow correction oB. OCBS

all single-bit error and detection of most multiple bit once a burst has been assembled at the ES, it travels an all-

error in the SDL header. optical path between source and destination ES according to the
Information field This field within the SDL payload ocBS. The OCBS operation is similar to the OBS [15]-[18];
field carries the IP packet. the difference consists of the adoption of the BD technique in

Frame check sequence (FCS) fiellihis optional order to solve burst contention inside the optical switch. This
field is either two or four octets long (for FCS-16technique allows the IP packet loss probability to be reduced
and FCS-32, respectively). The polynomials used aggith respect to that obtained with OBS.

the same as those used in IP—point-to-point protocol|n OCBS, when an ES has data to send, it sends a burst con-
(PPP)-HDLC frames, as described in [25]. The fielgio| packet (BCP) at a prefixed control wavelength channel, fol-
is calculated over all bits in the SDL payload field. |owed by the data burst on an unused data wavelength channel.

The main function of SDL is to allow high-speed delineatiolong the path from the source ES to the destination ES, the
of asynchronous variable-length datagrams contained in the &E&P is processed electronically and resources are reserved on
tical burst. To achieve this, the SDL receiver analyzes the the data path for the transmission of the burst. In literature, many
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Fig. 4. Burst optical switch architecture.

alternatives are proposed for the control protocol and resertiae BCP and reserves resources needed to forward the data burst
tion scheme [15]-[18]; among these alternatives, we use the ameone wavelength of the addressed output data channel (ODC);
proposed in[15], [16]. In order to understand the OCBS transfirthermore, it reveals possible burst contentions on the output
mode better, we show, in Fig. 4, the architecture of an OCB@avelength channels. The CS is not equipped with an optical
core switch (CS) withV input and output fibers. Each fiberbuffer; this choice is due to the fact that today’s technology al-
hasW wavelengths for data channels and one wavelength fows the implementation of an optical buffer only by means of
control channel. The demultiplexer (DEMUX) is the first comfiber delay lines, which implies a low buffering capacity due to
ponent of the OCBS router; its role is to split the input contrdlardware complexity required by the fiber delay lines [19], [20],
channel (ICC), used by BCPs, and the input data channel (ID@} well as an increase of switch complexity in terms of used op-
which support$?” wavelengths, used by the data bursts. Whertigal gates [21]. A possible implementation of the switch is il-
BCP reaches a CS, it is immediately converted in the electrotistrated in Fig. 5; it is realized by means of splitters, passive
domain by the input module (IM) and is forwarded to the BCEBouplers, semiconductor optical amplifiers (SOAs), and tune-
router that determines to which output fiber the BCP and the rable optical wavelength converters (TOWCSs). The adoption of
lated data burst are directed. A fiber delay line is used to prop-bufferless architecture has the drawback that a high number
erly delay the data burst in order to compensate the total delsfyTOWCSs, which are more expensive than the SOA gates, is
suffered by BCP. Once the BCP has been processed, it is senmtdeded. Moreover, a reduction of the number of TOWCs can
the output module—transmission (OM-TX) that updates sorbe obtained by adopting switching architectures in which the
fields contained in the BCP. Finally, the multiplexer (MUX), il-TOWCs are shared among the various input lines as proposed
lustrated in Fig. 4, inserts the control channel in the output fibdar example in [22]. This obtainable saving is due to the fact that,
Furthermore, on each IDC, fiber delay lines are used in orderitogeneral, only a small part of the TOWCs is simultaneously uti-
process the BCP before the arrival of the data burst. lized because an input wavelength channel of the optical switch
To efficiently use the switch resources [15], [16], the sche@t a given instant could not contain packets if we have a channel
uler of the BCP is performed not when the BCP arrives but julstad less than 100%, and an arriving packet may not need wave-
before the arrival of the related data burst. In order to delay thength conversion if it is directed to a output fiber with a free
scheduling of the BCP, a reordering buffer is used. This bufferavelength on which the packet arrives. In the proposed archi-
is ordered according to arrival times of the data bursts and fescture of Fig. 5, the output burst contention problem is solved
logic delivers the BCP to the schedularseconds before the by means of two techniques, the wavelength conversion dis-
instant of the burst arrival itself, with being the sum of sched- cussed in literature [21] and the BD technique. The BD mode
uling and optical switch setting times. The scheduler process#operation is illustrated in Fig. 6, using just one wavelength.
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Fig. 5. Implementation of the optical switch by means of splitters, passive couplers, and optical gates.

(b)
Fig. 6. BD technique with one wavelength per ODC.

Fig. 6(a) shows that, as the output burst contention problem is
handled when the traditional OBS technique is adopted, a burst
finding the output wavelength channel busy is completely dis-
carded. With the BD technique, illustrated in Fig. 6(b), only the
initial part of a conflicting burst is discarded, as long as the an
output wavelength returns to being free; after that, the final part
of the burst is normally forwarded.

Notice that the BD technique allows an increase in the switch
throughput in terms of number of IP packets because the for-
warded remaining burst part contains a number of IP packets
that can be delivered to the destination ES, which is able to dis-
criminate the IP packets by means of the delineation protocol.
The BD technique can be easily extended when more wave-
length channels are used; if we denégg as the earliest time
after which there is no planned use of the wavelength channel
andt. ; as the end instant of a burst arriving on the wavelength

1, then when an output burst contention happens, the scheduler

attempts to solve it according to the following rules. _
— If a wavelength channel is available, the burst is forE'g
warded on such a wavelength by wavelength shifting
[see Fig. 7(a) wheré&/ = 2].
— If no wavelength channel is available, the BD tech-
nique is used; the dropped burst is forwarded on
a wavelength channel having ¢;;, < t.; [see

@

T * DOC, el angTh Al
g
a D, wavelenghh neombey 2
(b)
1 mat
- - PN

R R

(©

. 7. BD technique with more wavelengths per ODC.

Fig. 7(b)]; if there are more wavelength channels
satisfying the previous condition, the one with
smallest¢, , (b = 1,...M) is chosen, indeed
top = ming=y __w{t.r With ¢, » < t.;}; obviously,
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if ¢ £ k, the BD technique is accomplished by mean&. Performance Evaluation When Only the WD Technique

of a wavelength conversion [see Fig. 7(b)]. is Adopted
—  Finally, the burst is lost if, for all of thg wavelengths, ) . ] )
the conditiont, ; > t. ; is verified [see Fig. 7(c)]. According to the symmetric traffic assumption, the packet

In Sections IlI-V, we will develop analytical models that wiIIIOSS probability of the switch is equal to the packet loss proba-

allow us to evaluate the BD technique and carry out a sensitivpg_tly of ? singfle ODC.()I—éegc\i} wel evaluate thehpac':et Igss prob-
analysis of the obtained performance with respect to both {fgllity of a reference - We also assume thatihendorr

optical switch and traffic parameters. It is to be noted that ﬂp@rlods of the input processes are independent and exponen-

packet aggregation and BD function entail that the performan%@ély distributed. Because, according to the available resources,
urst is either entirely accepted or rejected, and because the

of the switched optical network must be evaluated in terms Bt o) )
rst loss probability is independent of the its length, we can

indexes characterizing the IP packets and not only the o ti«gJ
g P Y P aﬁlrm thatP?__ equals the burst loss probabilifyf’__.

bursts. This is the goal of Section IlI. loss OIS '
We model the system in Fig. 8 by means of a Markovian

process whose state is constituted by two discrete variables
(,7), wherei denotes the number of entering bursts directed
In order to evaluate the effectiveness of the BD techniqug, the considered ODC and obtaining an ODC wavelength
we introduce an analytical model allowing us to calculate thgccepted burst), wheregslenotes the total number of entering
IP packets loss probabilitg?? .. We evaluate this performancepursts that have been rejected due to the absence of available
index by assuming that the traffic offered by each input wavgravelengths. Notice the need to introduce the varigbfer
length channel is modeled as @an—OFF process where aON  modeling the fact that a rejected burst constrains the arrival
period is in correspondence with the duration of an optical burgistant of the next burst arriving at the same input wavelength
and the traffic scenario is symmetric, meaning that the inpglannel. Obviously, the variablesnd; are constrained to be
processes have the same statistic and an arriving burst hasigge thari¥ and H — W, respectively, withH = W - N.
same probabilityl /N to be directed to any ODC. We denote |, order to evaluate the transition rate of the introduced
by L, S, the random variables characterizing théh ON  \arkoy chain, notice that, as shown in Fig. 9(a), transitions
andoFF periods, respectively; assuming that the varialdies entering a statéi, j) can occur from the states:
S, (n = 1,2,...) are identically distributed, respectively, we
denote them by.?, S while their probability densities and ex-
pected values are indicated fy. (x), fs(x), L?, S. With these
assumptions, notice that the traffic offered by each input wave-—
length channel ist = L/ (L* + S, and the traffic offered

to each ODC and to each output wavelength channdlzis=
(W-N-A)/N =W - AandAr = A, respectively.

p = - J— —_—

We denotel?, (m = 1,2,...) as the length of then-th IP in Fig. 9(b) where\ = 1/N - 5 andy = 1/L5.

packet; we assume that the variablgs m € {1,2,...} are " 4 e )
identically distributed and we denotg.» (x) and L as their The transitions outgoing from the stdte;) are, as illustrated
'p_ Fig. 9(b), toward the following states:

probability density and their expected value, respectively. Fd

I1l. PERFORMANCE EVALUATION

(¢—1,7), when a new burst arrives and there is at least
one available ODC wavelength;
(4,7 —1), when a new burst arrives and all of the ODC
wavelengths are busy, that is= W;
— (¢,7+ 1) atthe end of a previously rejected burst;

(¢ +1,j) at the end of a previously accepted burst.
The rates relative to the mentioned transitions are illustrated

thermore, we denote by, the average number of IP packets — (¢, 7+ 1), when a new burst arrives and all of the ODC
contained in each burst. wavelengths are busy, that is= W;

To evaluate the effectiveness of the BD technique in Sec-— (i +1, j), when a new burst arrives and there is at least
tions I1I-A and -B, we perform the evaluation & __ when ei- one available ODC wavelength;
ther the wavelength dimensioning (WD) technique or both the— (i, j — 1), at the end of a previously rejected burst.;

WD and BD techniques are employed. — (¢ —1,5), atthe end of a previously accepted burst.
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In the rest of this paper, we will analyze the performances
Fig. 9. (a) Entering and (b) outgoing state transition diagram. of a switch withN = 16 and it will be seen that in order to
obtain acceptable packet loss probabili0* + 10" 7) with
areasonable number of wavelengths per IDC-GBC< 64),
we can carry out on each wavelength a load not greater than
0.7. As a consequence of using the Engset model we lightly
A A overestimate the packet loss probability.
PP = P.o=1- AS =1- W il Q) Under the previous considerations, we can express the packet

F T loss probability when the WD technique is used as follows:

Once evaluated, the limit state probabili# ; of the intro-
duced chain we can determif§ __ and, henceP?__, according
to the following expression:

whered, = Y70 32V P ; is the traffic carried by the

_ <H - 1) ( A )W
considered ODC. w m
Notice that the introduced analytical model H&S$ (N — 1) Ploss & w (H—1 7 )
states and, hence, it can become hard to solve it for l1aAfge Zj:o < j ) (%)
An overestimated value df?__ can be obtained by neglecting

the effect that a rejected burst engages its input wavelengti{*ccording to [28], [29], it can be demonstrated that (2) de-
channel for the duration, and by considering that, from the iRENdS on the distribution of tiey andorrperiods only through
stant of rejection, a new burst will arrive according to an expd€ Parameten, thatis, the traffic offered by each input wave-
nentially distributed interval with = 1/ - S transition rate. 'ength channel, and itis independent of the distribution type of
As a consequence, the offered traffic is more peaked than fR§ON andOFF periods. Hence, this property, famous in the lit-
real one, S0 we overestimate the packet loss probability. The (EE&tUre as the insensitivity property [28], [29], allows us to eval-
olution of this model leads to the Engset formula [30]. To me&iate the performance of the optical switch by means of (2) for
sure the overestimation, we definas the percentage increas@ distribution of theon andorr periods.

of the packet loss probability evaluated by the Engset form%a

_ _ Performance Evaluation When Both WD and BD
PY . Engset ) With respect to the one evaluated with the Ma

Mechniques are Adopted
kovian Chain(})ﬁss,l\{arkov)’ in In order to evaluate the performance of the switch when both
the WD and BD techniques are adopted, we first determine the
(‘F)lgss,Engset — Rﬂss,l\qarkw) fractionr; of offered traffic that is rejected by the ODC, after
€= 7 -100, we evaluateP? __ from ;. In our analysis, we denote b/
loss,Markov

the length of the accepted part of theburst according to the
Fig. 10 shows the value efas a function of theéV size of the BD technique; obviously, if no drop is performed and the burst

optical switch for values of¥ andAr equal to 2, 4, 8, and 0.7, is entirely accepted, we havé:* = L. Note thatZ.%:* is com-

0.5, 0.2, respectively. We notice that, with the increas¥ iand  posed of a useful paft®-2-* of entire IP packets and a not useful

in W, the difference between the two model decreases; on et Lb*"* relative to the broken IP packet (see IP packet 2 in
other hand, with the increase dfy, the difference increases.Fig. 11) due to the drop of the burst; this useless paft™* will
However, forN > 16 and forA; < 0.7, the difference is less be discarded by the destination ES when a delineation operation

than 2.5%. of the IP packets contained in the burst is performed and, hence,
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Once we have evaluategby means of (3)—(5), we are able to

determineP}__; in fact,7; andPy__ are related by the following
L L expression:
Lb.a.nu
Pp =7 TPCU 6
Al ' | B2 gl il loss et Lb ‘ ( )
S whereP,,; is the probability that an arriving burst is dropped.
" - - " The expression (6) can be obtained by expressiag a func-
- tion of PP __, as in (7), shown at the bottom of the page, where
" o ” 6(z) is
0, ifz=0
. . . . . 8(z) = .
Fig. 11. Aggregation of IP packets in an optical composite burst. 1, otherwise.

only the entire IP packets will be accepted. From the fact that tE Igu(7)’ (\;ve the engr;isngj;a ?js thehsum olf(the_ useful part
random variable§¢ L’ » = 0,1,...} are identically distributed, and useless pait),;*"*, and we have taken into account

n
it follows that also the random variable{sL"’“ n=0,1, } that L2-*"* is equal to zero when either a burst is rejected (i.e.,
{L%emn=0,1,...}, {L%*n=0,1,...} are identically ~»

Lbe = 0) or a burst is entirely accepted (i.€2 = L%2).
distributed, respectively: hence, we denote these random vari” order to obtain (6), we express the second term of the last
ables byL»e, Lt:@ and Lb%*, respectively, whereas with equation of (_7) once d_enoted by the number of dropped bursts
Lba, Lhanu andLb-ew, we indicate their expected values. 2M°NY the first; arriving bursts

k a,nu a a
The fractionr; of the offered traffic rejected by the ODC i Dm0 8 (U = 1) & (1)
can be evaluated by considering a realization of the processes &—co Zﬁ:o I
{l% n=20,1,.. .}, {lg’a n=20,1,.. } as follows: . ZI»;O s (1 b )5 (1)
k b.a ) T = .
76 _ k k
rir=1—mr, re = lim —an:O L (3) - ,}BEO Ek - b
k—oo Zn:O l% 71%0 n
4 being the fraction of offered traffic carried by the ODC. We SO e (i e )s(10:0)
can evaluate (3) with an ensemble mean. In fact, at an equilib- ~ i ki lim = %r
rium instant, the ODC is able to forward, at mo#t, bursts; k—oo k k—oo S ow

n=0 "

because, at this instant, an input wavelength channel is active

and has a burst directed to the refernce ODC with probability iy, o P GRS LG
p = A/N, we can express the carried traffig;: by the ODC as = Py k’“l -
W limy, e
— H k H—k k— oo ;
As—z<k>kp(l—p) Thama
k=0 = P(‘,utT (8)

H b
+ Z <1;I> Wpk(L—p)* (&) from which, together with (7), we obtain (6).

» .
g1 In order to evaluaté®’__ from (6), we must determing’,;;

and, hencey, can be written as shown in (5) at the bottom ofndL®#:"#; P, can be obtained from the

the page. Poyy =1 (Pa+ Pr) 9)
w H . Lk H H . i
W SL (w1 wika -
O T T . 5)
k ba k b,a,nu b b,a b,a k b,a,u
1 _g Lo (10 — 1) 6 (1), _g I
rp=1—-7=1— lim 72";072 =1- lim 2in=o v (n T;) b(ﬂ)+2n_0n
k—oo Zn:O ln k—oo Zn:O ln
k b,a,u k b,a,nu b b,a b,a
2% _glenus (2 —12:%) 6 (12
=1— lim 72":0 "b — lim Lin=oln ’En - w) & ()
koo En:O ln koo En:O ln
k b,a,nu b b,a b,a
[2@muE (12 —12%) 6 (1
:B];SS _ lim Zn:O n ( n n ) ( n ) (7)

E oo
koo En:O ln
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whereP, is the probability that a burst is entirely accepted anc ~ 1.E«d0 |

P, is the probability that a burst is rejected. 1601 |-
P, is evaluated by taking into account that an arriving burs' o | : N
is entirely accepted if it finds less thdf active input wave- . [T
length channels having a burst directed to the reference OD( £ "= | " =
We simply say that there ai@ active streams directed to the & 1.E-M | -
reference ODC E 1ED5 |
|
W-—1 1605 |
_ H-1)\; H-1- E - P
P“_Z< i )p(l_p) . (10) ¥ 1E47 | "‘LWE_L"
7=0 = Med WD, A did
- . . E 1L.LE-D8 |- - Sy WD, A=l
The probabilityF,. that a burst is rejected can be evaluated by | e E, i
applying the law of the total probability ikl il Fm WD, Ae 3
" 1LE-1Q | o WD, A =13
= . P. 1.E-11 — -— - L . R
3—2%3M1 (11) 2 : ) i £

number of wavelengths (W]
whereP, ; is the probability that a burst is rejected conditioneg_ 1 C ) ¢ simulati 4 analvtical model WD techni o
.. . . 1g. . omparison of simulation and analytical moae echnique when
Fo the event thgt the arriving pgrst fmdacyve strgams antl, 16 and A varies in the rang@.1 = 0.3].
is the probability that the arriving burst findsactive streams,
that is, P, = gDH L_ 1 p'(1—p)f=1-% wherecs?, is the variance of the random variatlé.
p -2 .
Notice thatP, ; is equal to zero foi < W because, when Wh_e”ffip < (L?)", an upper bound Qﬂﬁs_s can be.obtalned
this condition happens, the arriving burst cannot be rejected. @taking into account thalt*«»+ < L, and if f+ («) is a neg-
the contrary, fori > W, the arriving burst is rejected when attive exponential probability density, due to the lack of memory
leastWV of the active streams remain active for a time intervalf the procesd’. = 0.5. Under the previous conditions, we can

greater than the length of the arriving burst. Hence write formulation (16), shown at the bottom of the page.
P, = 0 ) i i o i <W 12 IV. NUMERICAL RESULTS
i =YY (Y Pia— Ry ifi>w (12 _ , ,
AN ¢ In this section, we present some results on the effectiveness

fvaluation of the BD technique using (16). To validate the in-
gﬂduced analytical models, a simulation package has been de-
veloped with the use of the network simulator 2 platform [31].
Such a tool simulates in detail the operation of the system. In
P. = /OO P.o fro(x)da (13) the following, we present only a subset of the ot_)tained.results.

0 However, we stress that the presented conclusions, with refer-
ence to the following set of system parameters, are valid for all
of the others cases tested, as well.

In Fig. 12, the simulation and analytical values&f__ re-
garding a switch adopting the WD technique have been plotted
P, — 1 1_ /mf 2 (y)d (14) 3@ function of the number of wavelengths for a number of

/T s o Y ey input linesN = 16 and switch-offered loadir varying from
. _ .. 0.11t00.3. The results show that the analytical model is in very

Relative toL"e." of (6), we can express it by taking INt04650d agreement with the simulation results. Analogous results

account that it is the residual length of an IP packet and, henge. optained in Fig. 13, where we have reported the fraetiof

where P, is the probability that the active residual time of
stream is greater than the length of an arriving burst. We ¢

whereP, /. is the probabilityP. conditioned to the length of the
arriving burst in the intervalz, x + dx). FurthermoreF /., is
given by [30]

according to [30] the offered traffic rejected by a switch adopting both WD and
—— r o2, BD techniques for the same values of input-line number and
Lhemt = — + o0 (15)  switch-offered traffic.
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Fig. 13. Comparison of simulation and analytical model WD-BD technique
whenN = 16 and A~ varies in the rangé).1 + 0.3]. Fig. 14. Utilization percentage gain versus the number of wavelengths for
PP =10-% N, varying from 1 to 1000 an&v = 16.

loss

Now, we discuss the results achieved in the effectiveness eval-

uation of the BD technique. iii) When each burst contains only one IP packeis nega-
We define several values used in this evaluation. tive and the BD technique is not effective; this is due to
— Ao (PP represents the values of traffic that the fact that a dropped burst is not useful and, hence, the

loss

must be offered to the switch in order to have packet ~ BD technique only wastes resources.
loss probability?}, _ when both the BD and WD tech-  Obviously, the better performance obtained in OCBS when
nigues are used. more |IP packets are aggregated in a burst must be paid with
— Aoy, (P ) represents the values of traffic that musan increment of the aggregation delay inside the ES [22]. This
be offered to the switch in order to have packet losgelay is due to the fact that any IP packet arriving at the ES
probability A7 when only the WD technique is used must await the arrival of all of the IP packets of the burst be-
—  g(Bps)= fore being transmitted. The aggregation delay depends on the
(Aow e ne (Prss) =A0ne (Poe) [A0 s (PR))100  various parameters, the most important ones of which are the
is the utilization percentage gain of the BD-WDhymbern, of aggregated IP packets and the arrival rate of the
technique with regard to only the BD technique.  |p packets arriving at the ES and directed to a same-destination
In particular, in Fig. 14, we evaluaigas a function of the g5 ag a matter of fact, if we assume the arrival process to the
'Pp packetsi(?verage numbgi, contained into each burst, forgg 14 pe poissonian, the average aggregation delay needed for
Pl =10"° We have assumely = 16 and¥ varying from aggregatingV, IP packets i,z = N,/2 - A, With A being

loss

1 10 64. The values oflo,,, . are not reported in Fig. 14; the average packet arrival rate. Hence, Xoe 5 - 103 pach/s,

they grow whenV increases due to the statistical muItipIexingve haveD... — 20 ms if N. — 100. while D... increases to
— _ agg — pr ’ agg
effect. For example, fofy, = 100 andW" = 4,16,64, we 40 ms if NV, = 30. Hence,N,, is chosen as a tradeoff between

— N -2 N -1 Q. —1 i
have Aoy, e = 28 107, 2.7- 1077, 5.8 - 107 The main the positive effect to have a smallBf __ and the negative effect
comments about these figures are the following. . 058
to have a larger aggregation delay.

i) The BD techni I i in th ffic th . i
) The BD technique a ows an Increment in the traffic that Fig. 15 shows, versud’, the values of traffic that must be of-
can be offered to the switch, for example, f§r = 16, S 4
fered to the switch in order to have valuesijf. . equal to 10

N, = 100, andW = 8, we have a 30% increment; 7 o
and 10 °, and maintaining constat¥ = 16 and vV, = 100.

further, notice that whew, is fixed, we have an decre- . ; .
ment of g for values of ¥’ increasing because the gairFrom Fig. 15, we can observe that the BD technique allows im-

obtained with the BD technique becomes marginal withrovement of the packet loss performance on an order of magni-
respect to the statistical multiplexing gain obtained witft'de in terms of’_. The valueg relative to Fig. 15 are shown
the WD technique. in Fig. 16, decreases whéll increases, and its value is likely

ii) As expected, for a fixed numbé# wavelengthsg in-  independent of the value @t/ fixed.

creases whetV, increases according to (16). In partic- A sensitivity analysis of the effectiveness of the BD technique
ular, for N, = 100, P __ already reaches its asymptoticwith respect to the switch siz¥ has been also carried out. The
value that, according to (6), is equali#p This analysis results are not reported but we have seen that the performance
can be helpful for establishing some guidelines about tieéthe switch is likely not influenced by the switd¥ size; this

way to fix the design parametéy,; in fact, as we can is due to the fact that the traffic offered to any ODC is indepen-
see from Fig. 14, forV,, > 100, the switch performancedent of vV and, furthermore, whe#V is large enough, the traffic

reaches its asymptotic value. offered to any ODC becomes Poissonian [32].
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0,7 1 increase. By means of the introduced analytical model, we have
carried out a sensibility analysis with respect to Mgparam-
s L T c , eter, that is, the average number of IP packets contained in each
burst. This analysis can be helpful to establish some guidelines
about the way to fix the design parameféy; in particular, for
N, > 100, the switch performance reaches its asymptotic value.
Future work includes the extension of the proposed model
in order to analyze the effectiveness of the BD technique with
,,,,,,,,,,,,,,,,,,,,,,,,, respect to the network performance improvement expressed in
terms of end-to-end IP packet loss probability.
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