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Abgtract. — SP is currently having a lot of attention as a protocol
for sesson dgnaling over the Internet. It can cover voice, video
and multimedia sessons. Mogt of these applications are senstive
to the QoS provided by the underlying IP network. Therefore a
lot of interest is currently devoted to the interaction of SIP with
the QoS mechaniam in IP networks Thiswork will describe an
enhancement to SIP protocal for the interworking with a QoS
enabled IP network. The proposed mechaniam is smple and it
fully preserves backward compatibility and inter oper ability with
current SP applications Moreover the paper dexcribes the
realization of the proposed solution in a tetbed implementation.

1. INTRODUCTION

Badcdly, SP[1] is an end-to-end session setup protocal. In order
to provide sidfying qudity to audio and video communication
sarvices, the reservation of resources may be needed. In the current
view, the SIP user agent should rely on exigting QoS protocols (eg.
RSVP) for the support of resource reservation [2].

Thisfact has two main drawbacks: i) the user gpplication must be
aware of the QoS mechanism usad in the access network and the
relaive QoS sgnding protocal (eg. RSVP, COPS, or other), ii) user
gpplication must implement such QoS protocol, with the increase of
the dient complexity. Moreover, if RSVP is usad as sgnding
protocol, both user terminds should implement the RSV P pratocol.

Currently two main approaches have been proposed in the IETF
for the support of QoS in an IP network: the Integrated Services
(Intserv) modd (drictly based on the use of RSVP), and the
Differentiated Services (Diffserv) modd. A very good introduction to
IP QoS topics can be found in [3], [4]. An IP tdephony (SIP)
architecture with end-to-end QoS support which can rely on the
Intserv modd isdescribed in[2).

Although the Intserv modd seems to be suitable for services that
requires grict QoS guarantess, as for the IP telephony, it is more
complex and auffers of scalability problems.

For thisreason the Diffserv mode isnhow obtaining alot of interest
within the IETF and, for the same reason, it has been chosen as QoS
modd in thiswork.

Fgure 1 showsthe reference scenario considered in this draft.

The SIP terminds are connected through access networks to a
core network with QoS support. The QoS provided in the core
network is accessad via some QoS Access Points a the border of
such network. Without no loss of generdity, we suppose that the
QoS Access Points coincide with the network Edge Routers (ERS)
(s in Fgure 1). The QoS in the access networks depends on the
QoS modd usad by the ISP for the access, but it is outsde the scope
of the mechanisms described in this document.

In this document we propose a very smple solution for QoS cdl
setup that is based on the enhancement of the SIP protocal to convey
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endto-end QoS rdaed information. We will refer to such QoS
aware SPimplementation as Q-SIP.

The proposed QoS architecture (see Figure 3) diminates the need
of QoS supports on the user terminas since dl the QoS rdated
functions can be moved to SIP sarvers that will control both cdl
setup and resource reservation, thus rdieving the terminds from
unneeded complexity.

Basicdly, when a cdl s#tup is initiated, the cdler SIP dient can
dat a SP cal setup session through an outbound SIP proxy server.
If needed, the server (aQ-SIP sarver) darts a QoS sesson interacting
with a remote Q-SIP sarver and with the QoS provider (a QoS
Access Point). When the QoS provider responds, the cdl setup can
continue and finally the data sesson sarts

Thereguirements at the basis of the Q-SP proposd arel

i) it should be possible to use exiging SP dients; no
enhancements'modifications are neaded in the SIP dient
goplications,

ii) it should be possible to have a seamlessinteraction with other
partieswhich do not intend or are not ableto use QoS,

iii) the protocol enhancements should preserve backward
competibility with sandardized SIP protocol,

iv) the resulting architecture should beassmple and scdable as
possible

The QoS satup procedure is dedt entirdy by QoS aware agents,
generdly on SIP sarvers, and dl protocol extensions needed for the
QoS stup are hidden from not-QoS-aware SIP agents. Hence the
solution presarves backward  compaibility with current SIP
goplications and it de-couples as much as possible the SIP signding
from the handling of QoS.

Notethat, it isreasonable thet in a Diffserv QoS scenario there will
be servers dedicated to policy contral, accounting and billing agpects
A solution based on a SIP sarver isredly suited to this QoS scenario.
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Figure 1 — Reference QoSscenario

2. SIPAND QOS. PREVIOUS SCENARIOS

Snce the Integrated Services modd can provide the dricter
guarantees for bandwidth resarvations for sngle flows, it seemsto be
a good candidate as reference modd for QoS support for IP
Tdephony sarvices. The interaction of the QoS sgnding (i.e the
RSVP - Resource Reservation Protocol) and the SIP protocal has
been dready congdered (see[2)).



The badc concept is to let the terminds dat a RSVP based
bandwidth reservetion during the SIP cdl sgtup. The SIP use
agents, that should “natively” indude the RSVP support, ae
connected to an Integrated Services based IP network; dl routers are
Intserv aware and support RSVP, per flow bandwidth reservation
and per flow packet scheduling. According to this scenario, when the
caling User Agent wants to establish a QoS cdl, it sends the SIP
INVITE messge to the cdlee, ecifying that a bandwidth
reservation is requested.

Upon the receiving of the INVITE message, a 183 “sesson
progress’ response is sent from the cdlee and then the resource
resrvaion procedure can dat. Depending if the bandwidth
resarvation is requested for one or two-ways traffic flows, the caller
or/and the cdlee garts a RSVP session by sending PATH messages
to the peer party, followed by the dassicd RSV P sgnding flow.

Upon the reception of the RESV messages each user agent redizes
thet the reservation has been successfully setup and the SIP cdll setup
can corttinue with the 180 “ringing” message, the 200 OK and the
cdler ACK.

Fgure 2 destribes the SIPIRSVP signding flow for the call setup
between two SP/RSVP aware user agerts.

The main disadvantage of this scenario isthat it suffers of the well
known scaability problem of the Intserv approach ([5]).

This problem can be overcome by using a Differentiated Services
approach. Different proposals are avaldbdle in literature for QoS
support through Diffserv networks [6]. The most common approach
isto let RSVP sgnding within access networks and to use Diffsarv
mechaniams within the core of the neiwork. The bandwidth
reservation is ill requested by the terminds by means of RSVP
sgnding, but the resources in the core network are handled with
Diffsarv mechanisams
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Figure 2—-The SP/RSVP call setup Sgnaling flow

This combination of the two gpproaches tries to benefit from bath
Intserv and Diffsarv features. Scaahility is achieved by the Diffsarv
aggregétion in the core, while is kept the advantages of end-to-end
sgnding by the use of RSVP. Admisson contral within the Diffserv
network is enforced a the edge of the network by the Edge Routers
(ERs), (i.e the routers placed & the boundary between the IntServ
access networks and the Diffserv core network, while different
architectures can be used to perform the resource management. A
possible solution is to have a logicdly centrdized entity (the
Bandwidth Broker - BB) in charge of managing resources of the
whale Diffsarv network. The BB may act as an Admisson Control
Saver. At the resarvation sgtup time, the ingress Edge Router

queries the BB and admits or rgjects the new flow depending on its
r

Although this second architecture represents a sgnificant step
towards scdability, there are dill some problems in common with
the previous pure SSIPRSVP architecture. Firg, it requires ad-hoc
user agentsthat are aware of both SIP and RSVP sgnding; therefore
no generic SIP dient can be used. Second, the support of both SIP
and RSVP protocols may be criticd for very light terminas such as
mobile phones smdl IP devices or other handhdd IP based
terminds, due to ther limited memory and processor capacities.
Third, alot of sgnading messages have to be sent and processad by
terminds, srversand routers

Moreover it isimportant to condder that the increased complexity
of the SIP dients due to the support RSVP sgnding in conjunction
with the SIP sgnding, is not justified by benefit derived by the use of
RSVP. The objective of bandwidth reservation is usudly the core
network that, in this case, implements the Diffserv modd, while the
RSVP is used jugt as a generic protocol to ask QoS to the core
network.

The above condderdtions are the badis of the proposed QoS
architecture. The main ideais to diminate the RSV P sgnding from
the terminds, and to use the SIP as unique cal satup protocal for
QoS (and nat QoS) cdls. An additiond advantageisthat dl the QoS
relaed functions can be moved to SIP proxy serversthat will control
both call setup and resource reservetion, thus rdieving the terminds
from unneeded complexity.

3. QOSSP. OVERVIEW

Thebadcideaisthat SP dients use a default SIP proxy server in
their domainsfor both outgoing and incoming cals. The dient sends
SIP messages to its proxy server and receives the messages from its
saver. The SP savers ae therefore involved in the messege
exchange between the dlients and can add (and read) QoS rdated
information in the SIP messages. This QoS informetion exchangeis
meade trangparent to the dients. The SIP server will extract from SIP
sgnding QoS parameters among them and will interact with the
network QoS mechanisms. The enhanced SIP sarver will be cdled
Q-SP sver (QoS endbled SIP srver) in the following.

The originating Q-SIP server adds QoS information in the SIP
messages. Thisis meant as an offer to terminating SIP server, or asa
hint that the originating sde is cagpable of QoS and is willing to
explait it. If the terminating SIP server is dle to handle QoS in a
competibleway and it iswilling to exploit it, it will answer podtively
with proper information in the response SIP messages. A legecy SIP
sve on the teminaing dde will not underdand the QoS
information in the SIP message and will slently ignoreit. Obvioudy,
the SIP sesson will be sstup with no QoS

The reference architecture for the proposad SIP QoS scenario is
depicted in Figure 3. The involved actors are the two SIP dients, the
two SIP sarvers and a QoS enabled network. The QoS provided by
the QoS endbled network is accessed by QoS Access Points located
a the border of the network inthe ERs.

The sgtup of QoS session in such scenarioislogicaly composed of
two aspects the end-to-end signding mechaniam to exchange QoS
information and the QoS negotiation between the SIP agents and the
QoS network.

In order to design a dean and flexible solution it is important to
de-couple these two agpects as much as possble. Therefore the SIP



protocol mechanism to exchange QoS information should be generic
and independent from the actua QoS mechaniams.

Figure 3 - Q-SP architecture basad on the use of Q-SP servers

Although the proposed QoS architecture will be kept very generd
with repect to the used QoS mechaniam, for completeness we will

condder a particular scenario in which the QoS agpects in the
Diffsrv core network are dedlt via the COPS protocal [7], with
Specific extenson asproposed in[9].

An important assumption in our scenario is that unidirectiond
QoS resrvations for IP flows are provided by the QoS enabled
network. Therefore in order to sftup a bidirectiond QoS
communication, two different reservations have to be requested to
the QoS network (RSVP QoS modd works in this way). Extendons
to condder QoS network that can provide bi-directiona reservation
are currently under study.

Note that we mainly refer to a scenario where the SIP dients are
un-aware of QoS agpectsand thelocd SIP sarversdo dl the QoS job.
Actudly, the proposed SIP QoS mechanism can be gpplied to a
scenario where the SIP user gpplications are enhanced in order to
handle the QoS agpects by themsdves The reaulting scenario is
depicted in Figure 4.
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Figure4—Q-9P architecture with Q-SP agentson user terminals

Compared to Figure 3, note that SIP dients become Q-SIP dients
and Q-SP svas become ISP savas There can even be
asymmetric scenarios where one Sdeis usng a server and the other
ddeusesa SIP gpplication based solution.

4. Q-SIPSGNALING MECHANISM

In this section we provide the detailed description of the Sgnding
mechaniams of the proposed SIP basad reservation architecture (Q-
SP) [10].

We condgder a QoS scenaio in which a Diffserv backbone
nework serves different access networks (Figure 1). The QoS
requests are handled at the border of the core network by the QoS
Access Paints, that is, for amplicity, the Edge Routers. The ERs
should implement dl the mechanisms needed to perform admission
control decisons (possbly with the ad of the BB) and policing

function. The QoS scenario can be basad on COPS as the protocal
for QoSresarvations.

The IP phonesterminds are located on the access networks,
dandard SIP dients can be used and explicit SIP proxying
configuration is sst. When a cdl sdup is initiated, the caler SIP
client gatsaS P cal setup session through the SIP proxy sarver. If a
Q-SP server is encountered, thiswill start a QoS sesson interacting
with a remote Q-SP server and with the QoS provider for the
beckbone network (i.e the access ER). Figure 3 shows the
architecture

4.1.Q-9P messageflow

With referenceto Figure 3 and Figure 5, the cdl setup Sartswith a
gandard SIP INVITE message sant by the cdler to the locd Q-SIP
srver. The message carriesthe cdlee URI in the SIP header and the
sesgon gedification within the body SDP (media, codecs, source
ports, ecc). The Q-SIP server is seen by the cdler as a dandard SIP
proxy server. The Q-SIP sarver, basad onthe caller id and on session
information, decides whether a QoS sesson has to be garted or nat.
If a QoS sesson has to be setup, it insarts the required descriptors
within the INVITE message and forwards it towards the invited
cdleg the INVITE messages can be relayed by both sandard SIP
proxy sarversand Q-SP sarvers

When the cdlee regponds with a 200 OK message, it is passed
back to thelast Q-SIP sarver that isthe Q-SIP server that controlsthe
callee access network.

At this point the Q-SIP sarver on the cdlee sde has dl the
information to request a specific QoS resarvetion to the ER on the
cdlee access network for the cdleeto-caler traffic flow. When the
cdlee Q-SIP recave the response for the QoS reservation request, if
it is pogtive, it gores such QoS information and send it within the
200 OK messege toward the cdler. The QoS information deta
should be stored by the Q-SIP server in order to maintain trace of the
current QoS sesson (see dso later); we cdl such data"QoS date'. If
the response for the reservation is negive, the Q-SIP sarver does not
st anew QoS date, but it dill inserts in the 200 OK reponse the
fields needed for the cdler-to-calee reservation in order to give the
possibility to the cdler Q-SIP server to miake the reservation.

When the cdler Q-SIP sarver recaives the 200 OK message with
the complete QoS sesson indicators, it completes the QoS session
setup by performing the QoS request to the ER on the cdler access
network for the caler-to-cdlee traffic flow. If the response for this
flow is negetive, the cdler-to-cdlee flow will nat have QoS support.
The handling of these resarvations refusdsis different depending on
QoS sarvice modd (i.e QoS-Asured or QoS-Enabled services see
[2]). Assuming a QoS-Enabled sarvice, the Q-SIP sarver will Smply
continue with the sgnaling.

When a cdl is terminated dl resources that have been reserved
mugt be rdeased. This action is triggered by the BYE messages
when aBY E matching an ingaled QoS date is recaived, the Q-SIP
server ends a rdease request to the QoS provider and removes the
QoSdae

It is important to note that the proposed architecture kegps the
competibility with gandard SIP dients and sandard SIP servers. As
we will seein the rest of this section, dl the information needed by
the Q-9 P srversto perform the QoS session setup isinserted within
the SIP messages in such a way that non Q-SIP aware agents can
trangparently manage the messages.



4.2.Q-P protocol

When the fird Q-SIP saver (i.e the cdler Q-SIP save) is
encountered, it insatsanew fiddinthe SIP header that is:

CallerER <cal | er ER address>

By means of the CallerER fidd the other Q-SIP sarvers know the
|P address of the cdler ER; thisinformation is used by the cdlee Q-
SIP saver to specify the remote endpoint of the reservation in the
reservation request to the QoS provider.

Moreover, the cdler Q-SIP server add its VIA fidd (as every SP
proxy), in which it indudes some specific informetion (considered as
SIP "comments') that will be nat visble to any other SP or Q-SIP
saver, dncethey are within its own VIA fidd. Thisinformation will
be used by the same Q-SIP server while processng the 200 OK
responses. The VIA fidd issructured asfollows

M A SIP/2.0/udp <SP server address>[: <port>]
(FirstBl P/ Call erER <cal | er ER address>[/<next coment>])

Note that according to the andard SIP protocol processing rules
eech SIP proxy that manages the INVITE message adds anew VIA
fidd; while dl the other fidd, as the CallerER fidd should be
forwarded. Each Q-SIP sarver that manages an INVITE messege
containing the CallerER fidd, will dso copy the cdler ER address
withinits VIAfidd, asfollows

M A SIP/2.0/udp <SP server address>[: <port>]
(Cal l erER <cal | er ER address>[/<next comment>])

When the INVITE message reaches the callee hog, the user dient
processesthe cdl, and, & lagt, generates the 200 OK response (if the
cdl is accepted).

If the dient is not aware of Q-SIP it Smply discards eech Q-SIP
fidd (i.e the CallerER) when forming the new response messege.
According to the SIP protocol, the fidds thet it has to copy from the
INVITE messsge arethe Via, To, From, CSzg and Call-1D fidds

When the 200 OK reaches the cdlee Q-SP saver, the
corresponding VIA fidd is read, the QoS sesson information are
extracted (incduding the cdler ER address) and a QoS request for the
IP flow in the cdlesto-cdler direction can be dated. (As we are
congdering only unidirectiond reservations, two resarvetionsin the
two directions ae nededWhen this QoS resavation
request/response phese is conduded and the resource is reserved, the
QoS gate is gored and the 200 OK messages is rlayed toward the
cdler.

Within this new response message, the corresponding VIA fidd is
dropped (s required by SIP) and a new fidd pecifying the callee
ER addressisinserted, thet is

Cal | eeER <cal | ee ER address>

Even if the QoS resarvation for the cdleeto-cdler flow was not
successful, this fidd is il inserted to make possible to reserve the
QoSfor the cdler-to-cdlee flow in a"QoS-Enabled" scenario. For a
"QoS-Asured” one adifferent behavior should be performed but this
is outside the scope of this document.

If there are additiond SIP servers handling this response in the
path between the cdlee Q-SIP and the cdller Q-SIP sarvers, they will
only drop their own VIA fidd according to gandard SIP rules. The
Q-SP svers recognize that they are not the calee Q-SIP sarver
because the CdllecER fidd is dready present in the message. When
the firs Q-SIP server is encountered (i.e. the cdler Q-SIP sarver), it
recognizes the fidd FirgQSP within its VIA field and extrects the

QoS s=ssion information (indluding the calee ER address). Then, it
darts the QoS request for the IP flow in the caler-to-callee direction
and dores the "QoS gae' for this flow (if the reservation has
LICoESS).

It is very important to note that the use of the previoudy defined
VIA fidds lets each Q-SIP sarver extract dl information needed for
the QoS resarvaion directly from the SIP message that it is
processng. This mechanism dlows the Q-SIP not to keep per
session information until a QoS cdl is completdy inddled and can
be usad in light Q-SIPimplementations.

This "QoS dae€' is indead needed when the cdl sgtup is
completed for a correct tear-down procedure, for accounting and for
resource control.

In the Q-SIP, a key rule is played by the cgpadity of the Q-SIP
sarvers (both the cdler and the calee sarvers) to gather the necessary
information from SIP messages in order to sdect the gopropriae
QoS resarvation. Particularly the Q-SIP sarvers have to ecify the
bandwidth parameters and the flow characterization parameters (i.e
for treffic policing) in the QoS reservation request messages. The Q-
SIP sarvers have to sdect the appropriate levd of bandwidth, the
ingress and egress ERs, and the session identification parameters
(i.e the socket identifiers). Let us now condder how the Q-SIP
servers can obtain thisinformation.

Asfor the bandwidth that hasto be requested to the QoS provider,
thisis sdlected on the base of the type of codecs spedified by the end
clients for the RTP greaming treffic, and found within the SIP
INVITE and 200 OK messages. In Appendix B, it is reported an
example of mapping table that can be used to derive the required
bandwidth for well known audio codecs. It reports both the payload
bit rates and the required bandwidths (taking into account the 1Pv4
and | Pv6 headers).

Asfor the sesson identification, in generd different filters can be
usad. For example, RSVP defines for basic flow filter the detination
IP address, the trangport protocol idertifier and (optiondly) a
trangport address, i.e,, in case of UDPITCP, the degtingtion port.

In our architecture we use a threefidds filter composed by the
ource address, the degtination address and the destination port. This
information can be extracted from the INVITE/200 OK messages
directly by the cdler/cdlee Q-SP sarvers

Note that the caler address and port information needed to sstup
the QoS for both directions are found within INVITE messages The
reservation is made by the cdler and cdlee Q-SIP servers when they
receive the 200 OK message. The mechaniam, similarly to that used
to take trace of ER information, uses anew fidd within the VIA fidd
added during the processing of the INVITE message

For thecdler Q-SIP sarver the VIA fidd becomes

M A SIP/2.0/udp <SP server address>[:<port>]
(First(Bl P/ Call erER <cal | er ER address>/ Cal | er - <nedi a>-
endpoi nt: <cal | er address>: <cal | er port>[/<next conment>])

Where the parameter <media> indicates which media uses the
pedified cdler address, the address is used as source address for the
cdler-to-caleaflow.

For the other Q-SIP sarver (hence d o for the cdlee Q-SIP sarver)
the VIA fidd becomes

M A SIP/2.0/udp <SP server address>[:<port>]
(Call erER <cal | er ER address>/ Cal | er - <nedi a>-
endpoi nt: <cal | er address>: <cal | er port>[/<next conmment>])



Where the parameter <media> indicates which media uses the
pecified caller address and port, as destingtion for the cdleeto-cdler
flow.

The remaining informetion is extracted directly from the 200 OK
message (the cdlee address from the cdlee Q-SIP sarver and the
cdlee addressand port fromthe cdler Q-SIP sarve).

The Q-SIP call s#tup flow isshownin Figure 5.

The tear down procedure is triggered at the cdler/cdlee Q-SIP
sarvers by the receiving of the BY E and 200 OK messages. When a
Q-SP sver recaves the BYE reguest associated to a sesson with
QoS it requests the rleasing of the bandwidth for that session to the
QoS provider. If required, the resource details could be retrieved
from the gtored QoS gae In gopendix A there is a sample of the
QoS gate thet can be associated with each QoS cdl.

When aBY E request matches one of the ored cdl-leg, the Q-SIP
sarver rdeasss the resources by interacting with the QoS provider
and freesthe QoS gate. If aBY E message getslogt dueto atermind
falure, the sesson tear-down should be initiated (automaticaly) by
the other SIP termind asaresult of asession time-out.

In order to ensure thet the SIP sgnding will cross the Q-SIP
sarvers, the Record-Route and Route heeders are usad as defined by
SIP[1]. The Q-SIP sarver insarts the Record-Route heeder for the
sessons with QoS requests, meking sure that further sgnaling will
crossthe Q-SP saver itsdf.
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Figure’5—Q-9P call signaling flow
A st of example Q-SIP messegesis reported in Appendix C.

5. SIPTERMINALS

Although it has been supposed that the SIP user dients are not
aware of the Q-SIP resarvation mechanism, Q-SIP aware dients can
be ds0 consdered (Figure 4).

Q-SP aware dients should Smply indude Q-SIP as described in
the previous sections. In that case, the dients could directly request
QoS reservation to the QoS providers and the Q-SIP signdling would
trangparently bypass any SIP or Q-SIP proxy server. Moreover the
architecture is fully compatible dso for cdls gating from Q-SIP
aware clients and directed to sandard SP dients with Q-SIP proxy
savers, andviceversa

6. Q-SIPSERVERS

A badc desgn choice in the desgn of a SP proxy saver is
whether to make it dateful or datdess Being dateful means that it
kegps a record of active SP session and the processing of SIP

messages can depend on the sesson daus. Being datdess means
that each message is processed by itsdf with no rdaions with
previous messages of the same sesson. A daeful sarver of courseis
more powerful as it can better handle additiona aspects (like for
example policy and accounting), but the SIP protocol has been
designed so thet Sateess sarver can work aswell.

Looking a our gpproach, we note that the Q-SIP sarver handles
the QoS for a SIP session, by making a resarvation in the QoS
endbled network. The Q-SIP sarver hasto care about this resarvation,
for example the resources must be properly rdesssd when the
sesson is dosed. For this reeson we bdieve that the Q-SP saver
mugt be gateful once the session has been established.

Neverthdess, we have desgned our Q-SIP extensons presarving
the SIP design gods there is no need to dore sate information
during the sesson establishment and dl the needed information is
caried by the S P messagesitsdif.

7. IMPLEMENTATION OF THE Q-SIP PROXY SERVER

The proposad architecture has been implemented in a test-bed
compposed of asat of Linux PCs. The Diffserv components of the
tes-bed have dready been discussed in [11]. The overdl picture of
thetest-bed isdescribed in Figure 6.

Here we focus on the design of the Q-SIP proxy server and on its
interaction with the COPS protocol for admission control.

A SIP proxy server has badcdly two (rdated) tesks 1) to receive
message dedtined to adient which is regigtered and to forward them
to the dient itsdlf; 2) to receive messages coming from auser in its
domain and to propagate them outbound. A basic design choice in
the design of a SIP proxy server is whether to make it Sateful or
datdess Being dateful means that it keeps a record of active SIP
sesgon and the processing of SIP message can depend on the session
datus Being satdess means that each message is processed by itsdlf
with no rdations with previous session messages (only the
regigration gatus of dientsistaken into account). A dateful server of
course is more powerful as it can better handle additiond aspects
(like for example usage accounting). In our implementation we
chose to dedgn a quas-dadess server that tekes trace only of
dready egtablished QoS sessions no information of ongoing call
Setup sessons or of Non-QoS sessions is kept. Note that such server
imposes more dringent requirements on the correctness of SIP
protocol mechaniam, since it is nat possible to rey on information
previoudy exchanged during the SP sesson. In our tes-bed we
demongrated that the propased SIP enhancement works with such a
quas-gateess sarver, hence verifying the robustness of the protocol.
A red lifeimplementation could be basad on agaeful sarver.

The Q-SIP proxy sarver has been redized on a PC running the
Linux Redhat 6.2 operaing sysem. The Q-SIP sarver is deveoped
in Java (running on Sun JOK 1.2.2 virtud mechine) and a COPS
DRA dient and server are developed in C. The internd architecture
of thetest bed dementsisshownin Fgure 7.

The SIP sarver and the COPS DRA dient are two different Unix
proceses communicating through a socket interface. The Edge
Routers, that act as QoS Access Points, indlude a COPS DRA sarver
tha communicate through a socket interface with a process
implementing the Loca Decison Server and the COPS DRA dient.
This process communicates with the Diffsarv traffic control
mechanism provided by the Linux kerndl. The PDP/BB is composed
by a COPS DRA sarver and a Decision Server, that interact through
asocket based interfece.
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8. CONCLUSIONS

In this paper we propose ome dmple extensons of the SIP
protocol in order to interact with QoS mechaniams for QoS support
in Diffsarv networks The enhancement to the SIP protocdl is
besicdly independent from the specific QoS scenario. A possible
deployment scenario basad on Q-SIP proxy servers is proposed,
having the advantage that “legacy” SIP user gpplication can be fully
reused. The solution is do fully backward compatible with current
SIP based equipment thet does not support QoS, dlowing a smooth
migration. Findly the testbed implementation of the proposed
solution, including the internd architecture of the Q-SIP proxy
sarver has been described.
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