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Abstract: Information-centric networking (ICN) is a novel netrking paradigm
which is attracting increasing attention by bothdemic and industrial researchers.
In fact, it promises to provide technological smos that best fit with the way in
which Internet is actually utilized. Assessment mfoposed solutions require
appropriate experimental testbeds. In this con®penFlow, which has been
developed to enable the deployment of novel netimgrisolutions in the actual
network infrastructure, represents a valuable téacordingly, we are currently
implementing an ICN solution — calledONET —for OpenFlow networks. The
solution will be deployed in two testbeds, partlafger experimental OpenFlow
facility distributed across Europe realized by #d funded OFELIA project. In
particular one testbed will be based on the Openite8 platform while the other
will be deployed on NetFPGA platforms. Our implenagion has been designed to
easily support other ICN solutions with simple nimdition of the code. Basic ICN
functionality that are specifically addressed im ouplementation are data naming,
route-by-name, and in-network caching.
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1. Introduction

In recent years both the industrial and academimneonities have focused increasing
attention on the so callethformation-centric networking(ICN) paradigm, which is
expected to be a fundamental component of the Eldernet [1], [4].

Motivations of the ICN paradigm lay in the eviddatt that [1] ‘beople value the
Internet forwhatcontent it contains, but communication is stilténms ofwherée. In other
words the Internet was designed to support exchahdata between hosts, whereas most
of Internet usage relates to obtaining a desirederd regardless of the specific hosts that
store it. Such mismatch between the principal dshe Internet and the current protocols
and architectures has several disadvantages ins tefmpersistence, availability, and
authenticity of data, which become more and moitecalr as user mobility and importance
of data authenticity increase [2].

The large interest in the ICN paradigm, mentioabdve, is demonstrated by the large
number of ongoing research projects focusing on ¥W&ikdwide, by the increasing number
of workshops dedicated to ICN, and by the creatiban“Information-Centric Networking
Research Group” (ICNRG, [5]) within the Internet Research Task deor(IRTF).
Immediate consequence of such interest is a lasfgene of solutions for ICN proposed in
the last few years [2], [1], [6]. Comparison of posed solutions, which often are based on
approaches significantly different one from theeoths very difficult because metrics and
experimental settings should be uniquely definedrider to achieve fair comparisons.
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While this is among the objectives of ICNRG [5],niust be mentioned that remarkable
results could be achieved by deploying the expertaiesolutions into real network
infrastructures. Unfortunately, this is not doneally because it is extremely complex (and
even dangerous) to deploy experimental solutiothathearth of critical infrastructures
such as the Internet.

Generally speaking, such criticality has been gontzarrier to the introduction of novel
solutions in the Internet in the last few decadesthat network architecture and protocols
currently utilized by the Internet have been defiseveral decades ago. To overcome this
problem, OpenFlow has been recently proposed [lenBlow enables researchers to
deploy novel switching/networking solutions in thetual network infrastructure while
preventing problems to be created to actual daffidrtraversing the network. In fact,
OpenFlow enables researchers to implement novkitactures and protocols via software
and to deploy them in actual network switches/nmsutdletwork resources asticed and
operations running in different slices do not ifeez each other which guarantees a sort of
isolation between slices and therefore, preventglnsplution to create problems to normal
traffic.

Accordingly, OpenFlow can be regarded as the §ighificant instantiation of the so
called Software Defined Networkoncept which envisions a physical separation betwe
datapath (usually, realized in hardware) and ndtwoontrol (usually, realized via
software). As a result of such separation new nedwg solutions can be tested, and cost
of infrastructure can be reduced significantly. Nesducts released by several network
equipment manufacturers support OpenFlow and |@genFlow experimental testbeds

have been deployed worldwide - see the testbed #nfdsd University
(http://cleanslate.stanford.edwr the OFELIA facility bttp://www.fp7-ofelia.e), for
example.

In this paper we discuss an ICN solution for Opewrbased networks and describe the
experimental testbeds we are deploying. ICN charatics which will be specifically
addressed regard data naming, route-by-name, andtwork caching. In Section 2 we
provide a background on ICN and on OpenFlow. Se@imtroduces the CONET solution
that we have chosen as basis for the integratidh @penFlow. Section 4 specifically
describes how the CONET ICN solution can be implaed on top of OpenFlow. Finally
in Section 5 some concluding remarks are drawn.

2. Background

2.1 Information-Centric Networking

In the recent past several solutions have been opeap for Information-Centric
Networking. As for their overall approach, the ‘ate slate” approaches aims at fully
replacing the existing IP layer, i.e. assuming ttiet ICN layer will sit over layer 2
networks like Ethernet. On the other hand, the flay€ approaches considers to run ICN
over the existing IP based networks. This meansI@id information units are tunnelled
within TCP or UDP flows running over IP. Recentiyn “evolutionary” approach [8] has
been proposed which foresees to extend IPv4 andl tilPgupport ICN using a new option
to be carried in IP packets headers.

While the ICN approaches can be extremely diffeeach other, key components for
all of them are: naming strategy, route-by-namecgplnd in-network caching solutions.
In ICN systems, data items — which can have sevesthntiations in the network — are
uniquely identified by amame Such name should be reported in messages reltvame
retrieval and transportation of the data item. Aasequence the policy utilized to select
and represent such name are extremely importafdctnmnemonic, variable length names



provide higher flexibility and are more human-frigyn However, they also require variable
field size in packet header (which results in slopa&cket handling within the network) and
complex mechanisms to ensure name uniqueness. Mdr@asive approach envisions,
instead, flat, constant length, computer generatedes. Such names cannot be memorized
by humans easily and therefore, require a netwerkice which is responsible to map a
human friendly, descriptive name in the actual mfame

Route-by-name indicates the mechanisms used rieweta content, when a user has
made a content request providing the name of tipgested content. These mechanisms can
be split in “forward-by-name” and “content routingForward-by-name refers to the
operation of relaying an incoming content requesirt output interface, based on the name
of target content. Instead, content routing in@isathe operation of disseminating
information about location of contents. In this o, two different approaches can be
clearly distinguished depending on whether theinguibgic is distributed in each node in
the communication path or executed in appropriagwork elements that will
communicate their decisions to the relevant netwnardtes through appropriate signalling.

In-network caching is another key component ofl@N solutions, even if the debate
about its effectiveness in real networking settirggstill on-going [7]. Here again several
design options can be taken. For example, storagde distributed in some (or all) of the
network nodes or can be centralized in one (or refvepecific server farms that are
utilized by a portion of the network. Furthermoaelarge number of caching policies are
available and the most appropriate should be ifiedti

The objective of this paper is to propose an imatation of ICN in OpenFlow that
can potentially accommodate a large set of thetisolsi proposed so far for the above
functionality.

2.2 OpenFlow

Software Defined Networking (SDN), which envisioasseparation between the network
components that are responsible for packet formgrdrom the components that are
responsible for the network control, is the mostinpising environment for implementing

and testing open and flexible ICN solutions in meatworks. Accordingly, we have focused
our attention on OpenFlow which provides a settahdardized, open interfaces for the
definition and management of a Software Defined\dek.

In OpenFlow the network elements responsible fwkpt forwarding are denoted as
OpenFlow Switches (OF Switches), whereas the n&tel@ments responsible for network
control are called Controllers. OF Switches and t@ler(s) interact by exploiting the
OpenFlow Protocol which defines a set of primititkat are exchanged through an SSH
connection.

Upon arrival of a data packet OF Switches checkthér there is a matching between
certain fields contained in the headef the data packet and the entries that are storitsl
flow tables If this is the case, then the appropriattion (reported in the flow table) is
executed, otherwise the packet header is senet@tmtroller and the packet is held until
the Controller notifies what is the action to be@xted on such a packet. Possible actions
are: the forwarding through one or more switch ekwinterfaces, the modification or
dropping of the packet, and several others that leen defined [9]. When the Controller
receives the header of the packet it decides thenaim be executed on such packet based
on some policies that can be programmed via sofiway the network managers.
Accordingly, all intelligence is concentrated iret@ontroller that should have an updated
view of what is the current status of the netwolknents it is responsible for.

1 Such servers have the same goals of the DNBegiaurrent Internet.
2 OF Switches consider the headers at the sedundl, &nd fourth level of the protocol stack.



Communication and computing resources of netwogknehts can be divided in several
slicesand different policies can be defined by the aaldr for each slice. This enables the
coexistence of several networking policies andiggctures in the same infrastructure.
Several implementations of OpenFlow switches aegélable both in software [10] and

hardware [11]. Furthermore, several open sourcdem@ntations of the controller are
available as well (for example, see the NOX impletagon [12]). Public experimentations
of OpenFlow are ongoing, the EU funded OFELIA pcojeas recently deployed a large
OpenFlow based testbed across several “islandsurope [13], open for experiments. Our
goal is to design and implement an ICN solutioriamof the OFELIA OpenFlow testbed.

3. The CONET solution for Information Centric Networking

Among the different ICN proposals, we have seled®aNET [6] and worked on its
implementation on OpenFlow infrastructure. Thistieec provides an overview of the
CONET network architecture and protocols.
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Figure 1. CONET network architecture.

As shown in Figure 1, a CONET network consistaafet of end nodes and serving
nodes interconnected by CONET Sub Systems (CSSLSA is defined as a generic
network with homogeneous networking technology aodiogeneous native addressing
space. In our case one of the CSS will be an Opankétwork.

CONET nodes exchange CONET Information Units (GJWdich are used to convey
both requests of named-resources, caifgdrest ClUs, and chunks of named-resources
themselves (i.e., part of files, videos, etc.)lezthhamed-dataClUs. A CONET SubNet
interconnects two or more CONET nodes, providiragdfer of ClUs by using an under-
CONET technology, such as point-to-point Layem&di, Layer 2 networks or overlay links
(e.g. UDP over IP). To best fit the transfer urofsan under-CONET technology, both
interest-ClUs and named-data ClUs are carried iallSBONET data units namezhrrier-
packets

In a CSS we can find Border Nodes and Internal@doBorder-Nodesnterconnect
different CSSs and forward carrier-packets by us@@NET routing mechanisms,
reassemble carrier-packets, cache the related ndatadClU, and may send back cached
named-data ClUs. Optionallynternal Nodescan be deployed inside a CSS to provide
additional in-network caching facilities. Name Routing SystefNRS) Node is needed in
order to assist CONET in performing routing openasi

Hereafter we describe the operations executeddier@o deliver a chunk of named data
to the end node that has requested it. Operatiegs lwith the end node that generates an
interest CIU which includes the network-identifier.e., the name of the resource — named
NID; the interest CIU is encapsulated in a carpacket, which we denote as iCPx (Interest
Carrier Packet x). Name-based forwarding engineshen End-Node and intermediate
Border-Nodes forward-by-namethe packet iCPx upward the proper Serving-Node.



Forward-by-name means that, on the base of theonletidentifier contained in the carrier-
packet iCPx, a name-based routing-engine singlesheuCSS addre$sf the next upward
Border-Node toward the Serving-Node. Then, the nbased routing engine encapsulates
the carrier-packet iCPx in a data-unit of the utyileg CSS technology and uses the CSS
address as the destination address. The intergsn@ any) receiving the Carrier Packet
iICPx forward it by using the underlying routing ge.lP RIB). Nevertheless, before
forwarding the packet, they parse it and send llagekequested named-data CIU if this is
available in their cache. Note that this is exeduig border nodes as well. When a node
storing the content is reached (it can be the mi&grving Node or a caching Border Node
or Internal Node), the named-data CIU is encapsdlat a carrier-packet, here denoted
ndCPx (named data Carrier Packet x). The carriekgtandCPx follows the same path of
the carrier-packet iCPx, but in the downward diectand will reach the requesting end-
node. The Interest ClUs can designate the revatefpr the named-data CIU using two
mechanisms. The first mechanism is the same used@CN [1]: the Border Nodes store
the “pending” requests in a table called “Pendinterest Table”, recording for each
Interest CIU the previous hop. The second mechargdmsed on a field named path-state
that can be inserted in the Interest ClUs. The gtdte can be used by a border node to
record the CSS address of previous hop in thsvard path toward the serving-node. The
recorded path state will be copied in the data €dthat a source routing is used for the
downward path. Note that in general a combinatibmfmrmation stored in the Pending
Interest Table and in the path state can be usedllyfwe note that when the named-data
ClUs are sent, all the border-nodes and interndeadn the downward path may cache
them, according to their policies and availabl®uveses.

CONET functionality can be integrated in IP netkgby using théP options which
have been defined for both the IPv4 and IPv6 in T8le CONET IP option carries the
nameof the data and allows IP routers to be extendéd MaN functionality in a backward
compatible way.

4. CONET implementation in OpenFlow networ ks

In this section we describe the solution we havsighed to experiment CONET in
OpenFlow networks and the preliminary developmert testbed results. We based our
work on the assumption to use the OpenFlow 1.0ifpegeon, which is available in several
equipment and in particular in the testbed offebgdthe OFELIA project. Note that
OpenFlow 1.2 specification has just been annoubgedpen Networking Forum, however
it has not been officially released, and no equipm® currently available in the OFELIA
testbed. We will take into account OpenFlow 1.Zuture researches. The assumption to
consider OpenFlow 1.0 rules out the possibilityintspect the packet header at arbitrary
positions, for example taking into account the ryedefined IP options. On the contrary,
only a predefined set of fields in the packet headman be inspected. The solution we
envisaged is to map the content name carried inRh&ption (denoted as ICN-ID) into a
tag transported in a field that can be inspecte@penFlow 1.0 equipment. We choose the
“transport level” ports field that is the 4 bytémt in TCP and UDP identify the source and
destination port. Note that the CONET Carrier P&kee transported with a newly defined
IP transport protocol, different from UDP and TCPhis approach foresees to have
gateway nodes between a non-OpenFlow CONET netamdkOpenFlow based CONET
network, that opportunely adapts ICN CPs. For sicitglwe can assume that an OpenFlow
based CONET network corresponds to a CONET CS®&@asrsin Figure 1. A “gateway”
Border Node that receives an Interest Carrier Ragheimplement the mapping between

3 A“CSS address” is an interface address consistit the CSS underlying technology (for examjiiés
an IP address if the CSS is an IP network.



the ICN-ID (which could be of fixed or variable gh depending on the ICN naming
schema) into a 4 byte tag to be carried in then$part level” ports field. This mapping
does not need to be reverted in the outgoing gatéweder node, because the full name is
still carried in the ICN-ID field in the IP optioso the outgoing border node only need to
remove the tag. The mapping between ICN-IDs (th&esd names) and the 4 bytes tag
must be identical in all border nodes, thereforeasgume that a NRS node can perform it.
The mapping will be dynamic, therefore the tags lmameused and will expire if not used.
Therefore, the number of 2732 different tags (&st#y is 4 bytes long) does not define the
maximum number of different content names availamle the number of “active” contents
that are being requested and distributed in a CON&dsystem, which can be reasonable.
The mapping between ICN-IDs and tags will be cadhetie border nodes, therefore only
the first request for a content will be subjectlie mapping request to the NRS. Note also
that in the proposed CONET solution the border sauié request to the NRS the next hop
when receiving the first request for a content. $hme message used for route-by-name
lookup can be used to request the ICN-ID to tagpimap

This approach can also be applied to support d€iersolutions in an OpenFlow based
network section. Considering for example the CCN galution, it would require to
introduce a CCN gateway node that is able to mapQ€N content name into the fixed
size tag (possibly with the help of a server/cdidrpand then to carry the CCN interests
and data packets in the newly defined IP trangpatbcol.

4.1 Protocol operations

In this section we report the operations executbdnian Interest Carrier Packet (CP) or a
Named-data CP traverse an OpenFlow-based CSS.sLstuppose that a Border Node
(BNyp) of an OpenFlow CSS receives a packet. If it ssn@ONET packet (the IP protocol
is not “CONET"), then the packet is managed by @penFlow network using OpenFlow
standard mechanisms. In case it is a CONET pathetlP protocol is set to “CONET"),
two cases are possible: i) it is an Interest Ci dris a Named-data CP.

If it is an Interest CP, the Border Node BMNas to identify the Border Node towards
which the Interest CP should be forwarded (let eisotle such Border Node as &N and
has to give the Interest CP an appropriate formahat it can be processed by OpenFlow
switches rapidly. In order to achieve the firstig@N;, queries the NRS which runs in the
node executing the Controller, that we call node C.

To this purpose the header of the packet (comgithe IP options) is sent to the node
C. The NRS running in C determines whether the siameeest has been issued by some
other end node recently. If this is not the cagmtithe NRS assigns a 32 bit flow identifier
f to such interest and identifies the most appropraautput border Bpl. Otherwise, the
node C assigns the flow identifier which has bdesady assigned to the interest as well as
the same output border node, &N Then a rule is set with flow identifier equal to
towards BNy, and an entry in the flow table of node Bi¢ created that forwards the
Interest CP through the network interface towarblg,Bor towards the Cache Server if the
requested content is stored in the local cache.

The input Border Node BNuses the information received by the NRS to endafes
the Interest CP in a packet with a format that banprocessed by OpenFlow Switches
rapidly. BN, encapsulates the Interest CP in an IP packet ichathie IP protocol is set to
“‘CONET”, the “transport layer ports” are set equal the flow identifierf and the
destination IP address is set equal to the IP addeBNy.

Then such new packet is forwarded to the OF Svhi$ted in BN\. The OF Switch
will forward the Interest CP packet along the appiaie network interface, or towards the
local cache server. More specifically, if the contes stored in the cache, the content is



transmitted towards the requesting end node andnteeest CP is no longer propagated.
All OF Switches in the path towards the output Bortlode BN will handle the same
packet in analogous way. The Border Node will nestihe original Interest CP from the
received packet by removing the tag and will forvdrin the following CSS towards the
Serving Node.

If the packet entering the OpenFlow-based CSSNamed-data CP either it contains
information about the address of the most apprtpratput Border NodéBNoy) or a
“Pending Interest Table” in the node will providestinformation, as discussed in Section
3. Accordingly, the Border Node BNencapsulates the named data CP in an IP packet and
sets the IP destination address equal to the axldfeélke output Boder Node, BN

Internal Nodes in the path between the input amgud Border Nodes may decide to
store copy of such data in their local cache. Ti® plurpose appropriate caching strategies
are possible. We assume that content of the caxhgpdated according to the Least
Recently User (LRU) algorithm. Also in this cades butput Border Node will restore the
original named data CP from the packet and fonitammvards the requesting end node.

4.2 Software architecture

As shown in Figure 2(a) the architectural compos@fiour prototype are:

* Forward-by-name: it is applied to Interest packets, it is the medtim used by ICN
nodes to relay an incoming content request to goubinterface. The output interface is
chosen by looking up a “name-based” forwardingdabl

» Data Forwarding: it is the mechanism that allows the content tosbet back to the
device that issued a content request. Data formgrdannot use the Forward-by-name
mechanisms, because the devices are not addreggbd bontent routing plane of an
ICN. Therefore, an ICN requires two different fordiag strategies to forward content
requests and to deliver the data.

* Content Routing: it is the mechanism used to disseminate informadtoout location of
contents, so as to properly setup the name-basedriding tables. For instance, content
routing could re-use IP routing mechanisms, wharaeprefixes are distributed instead
of IP prefixes. Content routing is one of the ass#t ICN, as a provider could use
content routing to improve the efficiency and rellidy of content access in its network.

» Caching: it concerns the ability of ICN nodes to cache datd to directly reply to
incoming content requests rather than forwardimegrthowards a serving node.
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4.3 Experimental testbed

In Figure 2(b) we show the testbed configuratioactcof the two testbeds consists of three
fully meshed OpenFlow Switches (in one island weehidetFPGA OpenFlow switches in
the other we have Open vSwitch). Such switchescarmected to a server where the
OpenFlow NOX Controller is executed. In order tdiage higher flexibility we run the
NOX Controller (and the FlowVisor [9]) in a virtuahvironment. The islands will be fully
operational OFELIA islands, connected to the OFEkiperimental testbed [13].

5. Conclusions

Assessment and comparison of ICN solutions recamgropriate experimental testbeds.
Accordingly, we are developing a framework that sists of a prototype of an ICN
solution called CONET and an experimental platfoah OpenFlow switches. The
experimental platform includes two different Opeswrlislandsconnected with each other
through our national academic network. The twond$a will be connected to other
OpenFlow islands distributed across Europe by mearise GEANT network. Our ICN
prototype has been designed in such a way thatnitbe easily modified to assess other
solutions proposed for ICN systems.

On-going work includes the identification of thesh appropriate caching strategy, the
definition of a methodology which enables the ssgvihode to signal the priority that
should be considered when taking decisions abothimg of a given content, and the
design of scalable solutions for the Name Routiggt&n. An additional interesting thread
of research is related to the evolution of OpenFhil to explicitly support ICN. When
new OpenFlow releases will support full packet adwn, we will be able to map the ICN
based operations of a future ICN enabled switcb meéw OpenFlow notifications and
commands exchanged between the OpenFlow switcha@ritbller.
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