
www.elsevier.com/locate/comcom

Computer Communications 29 (2006) 2034–2045
Traffic engineering with OSPF-TE and RSVP-TE: Flooding
reduction techniques and evaluation of processing cost

Stefano Salsano a,*, Alessio Botta b, Paola Iovanna c, Marco Intermite b, Andrea Polidoro a
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Abstract

This paper considers two important aspects related to the control plane of Traffic Engineered IP/MPLS networks: the ‘‘flooding reduc-
tion’’ mechanisms and the evaluation of processing cost for signaling and routing protocols. The flooding reduction mechanisms are needed
to reduce the amount of information exchanged by Traffic Engineering enabled routing protocols. The trade-off between the amount of infor-
mation exchanged and the network performance (connection blocking probability) is discussed in the light of specific aspects of OSPF-TE
routing protocol and RSVP-TE signaling protocol. Different mechanisms are analyzed and a suggestion is given for the best one. The dynam-
ic aspects related to the time needed to distribute the routing and signaling information are considered. Finally, the combined processing cost
of routing and signaling is analyzed, and the possible bottlenecks of the architecture are discussed. It is worth mentioning that the discussed
results have been derived not only with simulation/analysis but also with measurements coming from a testbed implementation.
� 2005 Elsevier B.V. All rights reserved.

Keywords: MPLS traffic engineering; OSPF-TE; RSVP-TE
1. Introduction

The so-called ‘‘new generation networks’’ handle a huge
amount of IP traffic, a large portion of this traffic demands
more than ‘‘best effort’’ service (for example QoS and reli-
ability). Multi-Protocol Label Switching (MPLS) technolo-
gy [1] can be useful to cope with these requirements. MPLS
can enable smart Traffic Engineering (TE) [2,3] strategies,
which handle in the most flexible way the network resources,
and react dynamically to traffic changes. In this advanced
scenario, paths for traffic flows can be chosen according to
some optimality criteria by the so-called Constraint Based
Routing (CBR) algorithm. The input to the CBR algorithm
is the information about the status of the network that is dis-
tributed in real-time by the routing protocol. The paths are
dynamically setup and released by means of a proper signal-
0140-3664/$ - see front matter � 2005 Elsevier B.V. All rights reserved.
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ing protocol. Each MPLS-TE enabled node supports both a
routing protocol and a label distribution protocol. The pos-
sible routing protocols are OSPF-TE [4] and ISIS-TE [5],
which extend OSPF and IS-IS respectively. Specifically,
the traditional routing protocols have been enhanced with
the ability to carry information related to link attributes/
states, to be used for explicit route calculation (e.g., avail-
able/reserved bandwidth). The label distribution protocol
(or ‘‘signaling’’ protocol) is used to setup the so called Label
Switched Paths (LSPs), supporting both explicit route indi-
cation and reservation of resources during dynamic LSP set-
up. RSVP-TE [6] and CR-LDP [7] are the two ‘‘TE-capable’’
label distribution protocols. In the following we will always
consider OSPF-TE as the routing protocol and RSVP-TE as
the signaling/label distribution protocol. This is consistent
with the decisions in IETF to continue with the standardiza-
tion of RSVP-TE rather than CR-LDP [8]. Fig. 1 provides a
representation of the logical entities involved in the TE pro-
cess and of their relationships (including the ‘‘data plane’’
elements).
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We assume that Edge Nodes (LER – Label Edge Routers)
receive the indication of the ‘‘Traffic Demands’’ to be sup-
ported, and that this is a dynamic process. Note that in this
context a Traffic Demand (i.e., a flow) is typically an aggre-

gate of several IP micro-flows. Once a request has been pre-
sented to an Edge Node, we assume that a logical entity, that
will be referred to as ‘‘Route Decision Engine’’ (RDE),
chooses the proper route within the network.1 The RDE
gathers the information related to the current topology
and resource usage in the network by continuous interaction
with the TE capable routing protocol (OSPF-TE in our
assumption). When the RDE has chosen the route for a Traf-
fic Demand, the corresponding LSP will be setup using
RSVP-TE protocol, which will take care of performing
node-by-node admission control and actual resource alloca-
tion. OSPF-TE advertises the change of local resource allo-
cation status to all other LSRs by sending a Link State
Update (LSU) message containing a special kind of Link
State Advertisement (LSA) object called opaque LSA [8].
The object is called opaque because it is ‘‘hidden’’ to the
basic OSPF routing logic, as it is only used by the TE logic.
The LSU message is distributed to all LSRs using the OSPF
‘‘flooding’’ procedure. In order to avoid that the information
flooding is executed for each minimal change, some ‘‘flood-
ing reduction’’ mechanisms need to be used, so that the orig-
ination rate of OSPF-TE LSU messages can be reduced.

The basic method to address the signaling flooding prob-
lem is the distribution of a ‘‘coarser’’ link-state information.
This can be accomplished either with a static set of thresh-
olds or with ‘‘dynamic’’ thresholds, by considering the rela-
tive variation with respect to the older information. We
1 Note that the Route Decision Engine (RDE) is a logical process, from
the physical standpoint it can either run ‘‘on’’ the LER or it can run on a
separate machine connected to the edge node.
compare these two approaches, showing that the dynamic
approach performs slightly better that the fixed thresholds
approach and it is much easier to manage and tune. We will
show that these mechanisms can reduce the amount of flood-
ing in a network by a large factor (e.g., by 5 or 10 times).

After presenting the network and traffic models in Sec-
tion 2, in Section 3 we will analyze the performance in
terms of call blocking probability covering the trade-off
between signaling load and performance. Our results are
consistent to those described in the literature ([9–11]) but
we introduce noteworthy contributions:

• the analysis of why the dynamic thresholds are prefera-
ble to the static one and the refinements of the static
thresholds to reach the performance of the dynamic ones

• results coming both from simulation and from a testbed
implementation with real measurements.

We observe that the traffic engineering process described
so far is a highly distributed process, which can suffer of
inconsistent co-ordination between the various elements.
There are two possible sources of inconsistency that should
be taken into account: the ‘‘Information Propagation Time’’
and the ‘‘Imprecise Information’’.

The Propagation Time problem is related to the time
needed to propagate the information in the network via sig-
naling and routing protocols. In the mean time when the
information is not up-to-date, an Edge Node can take
incorrect (or sub-optimal) route selection decision. Anoth-
er similar problem is related to the race conditions between
allocation requests coming from two different Edge Nodes
and arriving to an internal node almost in the same time,
when resources are not enough to accommodate both.
Note that in the design of the control architecture the net-
work architect has few chances to solve this kind of prob-
lems, which are inherent to the distributed approach.
Nevertheless, it is important to evaluate their impact on
the performance of the network.

The Imprecise Information problem is related to the ‘‘re-
duced’’ information that can be distributed using OSPF-
TE. Due to the ‘‘flooding reduction’’, the information
available in the Edge Nodes to take routing decisions will
be an approximation of the actual resource status. The
impact of this approximation on network performance
(e.g., network utilization, call blocking probability) must
be evaluated. Note that the network architect has greater
control on these aspects, as there are several flooding
reduction techniques that can be chosen (and then tuned).
A trade-off can be envisaged between the signaling load to
distribute the information and the performance in terms of
network utilization and call blocking probability.

Some works in the literature describe the problem of
Imprecise Information and analyze the network perfor-
mance. The work in [9] focuses on the trade-off between
the amount of flooding and the network performance in
terms of utilization/blocking probability. The aspects of
processing cost are not explicitly dealt with. In [10], a



Table 1
Network topologies

Topology N L �h C (Mb/s)

7nodes 7 44 1.52 100
30nodes 30 118 3.96 635
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similar evaluation on the trade-off is given and some pro-
cessing cost aspects are also considered ([11] further inves-
tigates on the processing cost aspect). The analysis of
processing cost in these works is concentrated on the rout-
ing protocol aspects and on the calculation of CBR algo-
rithms. The processing cost related to the signaling
protocol for path setup is not considered. We believe that
this cost cannot be neglected and an important contribu-
tion of our work is the combined evaluation of processing
cost for routing and signaling protocols given in section 5.
Note that the work in [9–11] was based on generic assump-
tions regarding TE-enhanced routing and signaling proto-
cols, as the protocols were not yet defined. In this paper
we could consider the actual behavior of OSPF-TE,
RSVP-TE and their interaction and even provide results
coming from a testbed implementation. To conclude the
survey on relevant literature, a very detailed analysis of
processing cost for OSPF-TE has been performed in [13],
anyway the focus of that work was on the stability issues
of OSPF and the results cannot be applied in our context.

To the best of our knowledge, the issue of Propagation
Time, i.e., the impact of the short-term dynamics of OSPF-
TE and RSVP-TE has not been thoroughly analyzed
before, and this constitutes a second important novelty of
our work, reported in Section 4. The goal is to define the
operational range where there is no impact of this inconsis-
tency on the network operations.

2. Network and traffic models

2.1. Network model

Two different network topologies have been considered
for our study (Fig. 2). Table 1 reports the number of nodes
N, the number of unidirectional links L, the hop count
7 nodes

30 nodes

Fig. 2. Network topologies.
averaged among all node pairs �h and the link capacity C

(Mb/s). The reason to have two different topologies is that
the smaller 7nodes topology could be implemented both in
the simulation study and in a testbed (see II. C below),
allowing to compare simulation results with real measure-
ments. The 30nodes topology (the same used in [12]) was
used to have simulation results for a network size compa-
rable with a real life scenario.

2.2. Traffic model and CBR algorithm

In order to model the offered traffic, we considered two
different traffic models, a ‘‘uniform’’ model and a ‘‘non-
uniform’’ one.

We denote every (source, destination) couple as a Traf-
fic Relation, the arrival rate of Traffic Demands within
each Traffic Relation i is denoted as ki (s�1). Under the
uniform model, each node generates traffic requests
directed to all other nodes of the network, according to
a Poisson process, with uniform random selection of des-
tination nodes, therefore ki = k "i. The total arrival rate
of Traffic Demands originating in each node is denoted
as knode = (N � 1)k.

In the case of ‘‘non-uniform’’ model, the composition of
two request arrival processes is considered. In addiction to
a background uniform traffic, of rate kBG (s�1) per each
traffic relation, we have a foreground traffic generated by
a number of hot-spot pairs, with rate kFG (s�1). According
to [10], we varied the amount of this foreground traffic in
respect of total offered load up to 30%.

We model connection holding times using a negative
exponential distribution where T is the mean holding time.
The bandwidth of each Traffic Demand is uniformly dis-
tributed between 0 and 2b of the capacity C of a link.
Therefore, the mean value of a single Traffic Demand is
bC. The offered load for each traffic relation i will be
Ri

o ¼ kiTbC (bit/s). In the simulation scenario used in this
paper we set T = 200 s (a relatively short flow duration in
order to have a quite dynamic scenario).

In order to characterize the offered load to the network,
we define a ‘‘normalized’’ offered load assuming that all the
traffic demands are routed through a shortest path. We
denote hi the shortest path length of the traffic relation i,
hence the normalized offered load becomes (NTR is the
number of Traffic Relations):

qSP ¼
XNTR

i¼1

Ri
Ohi

XL

j¼1

Cj.

,

In the ‘‘uniform’’ traffic model the normalized traffic
load becomes, as NTR = N (N � 1):
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2 30nodes topology, b = 0.05; for the static thresholds: logarithmic
function a = 104. The figures are obtained under the uniform traffic model,
but no difference can be noticed under the non-uniform traffic model.
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qSP ¼
XNTR

i¼1

kTb�h L ¼ NðN � 1ÞkTb�h=L.
�

where �h is the mean distance (in number of hops) between
nodes, averaged across all traffic relations (i.e., all pairs of
Edge Nodes).

In the non-uniform model we can divide the total offered
load in the two background and foreground components:

qSP ¼
XNTR

i¼1

kBGTb�h Lþ
XNHOT�SPOT

i¼1

kFGTbhi L=

,

We considered a CBR algorithms. that favors an evenly
distribution of the traffic in the network even if it means
considering longer path (‘‘least resistance’’ [14]). The cost
Si of each link i is Si ¼ BT=BA

i where BT is the maximum
link bandwidth in the network, and BA

i is the available
bandwidth in the link i. Links with not enough bandwidth
are pruned as well.

2.3. Simulation environment and testbed

We implemented a ‘‘custom’’ event-based simulator for
the OSPF-TE/RSVP-TE environment. The simulator is
developed in C++ under the Linux OS, and is available
at [15]. The simulator is able to consider two different sce-
narios. In the first one there is the assumption of ‘‘ideal’’
(e.g., instantaneous) propagation of RSVP-TE and
OSPF-TE information (see results in section 3). In the sec-
ond scenario the real propagation of OSPF-TE and RSVP-
TE information (see results in Section 4) is considered in
the simulation by taking into account the processing and
transmission time of RSVP-TE and OSPF-TE messages.

The testbed is composed of 7 PCs with a Linux Operat-
ing System (RedHat 7.1), which are interconnected by
point-to-point Ethernet links (100 Mb/s) according to the
topology shown in Fig. 2 (7nodes topology). Each PC rep-
resents a network node with a fully functional implementa-
tion of the MPLS-TE control plane (including OSPF-TE
and RSVP-TE daemons, Route Decision Engine, Traffic
Request Generator). The software packages installed and
active on the test bed are: MPLS provided by Sourceforge
[16], RSVP-TE daemon from TEQUILA project [17] and
OSPF daemon by GNU Zebra software, version 0.92 [18]
patched with TE extensions. It implements OSPF v.2
according to [19] with Opaque LSA capabilities [20]. Addi-
tional details on the testbed can be found in [21,22].

3. ‘‘Resource thresholds’’ mechanisms

The idea of resource threshold mechanisms is to adver-
tise only significant changes of link state information.
Therefore, a single advertisement is typically performed
after a number of LSP setups and releases, instead of com-
municating the change of network status for each setup
(release) of an LSP. The threshold mechanisms can be clas-
sified in static and dynamic ones.
Using static thresholds, the link capacity is divided in
intervals, limited by upper and lower threshold levels. In
order to limit the effect of the inaccuracy introduced by
the thresholds, it is sensible to fix just a few threshold levels
in the lower part of link bandwidth occupancy and much
more levels in the higher part of link bandwidth occupancy
(near congestion). There is a large degree of freedom in the
choice of the number and of the values of the threshold lev-
els. In order to experiment with the different choices it is
reasonable to define families of static threshold mecha-
nisms that can be characterized by few parameters. The
two families of threshold mechanisms (‘‘logarithmic’’ and
‘‘3-piece-linear’’) that we have considered are described in
Appendix A. Additional details about the use of threshold
values are given in Appendix B.

The dynamic threshold approach assigns an initial
threshold level on the empty link and calculates next upper
and lower levels as functions of currently advertised reser-
vation amount. Let C be the link capacity and R the cur-
rently advertised reserved bandwidth, the upper and
lower thresholds are calculated, respectively, as

Rþ ¼ Rþ F � ðC � RÞ; R� ¼ R� F � ðC � RÞ.
Note that, as desired, the difference between upper and

lower thresholds becomes narrower when the available
bandwidth decreases. Note also that a larger value of
F (0 < F < 1) means more spaced dynamic threshold levels
and a coarser vision of network status in the RDEs.
Fig. 3 provides a sketch of the two mechanism.

3.1. Results and discussion

Let us analyze the trade-off between the amount of
flooding and the network performance in terms of connec-
tion blocking. We started with a simulation analysis, in the
scenario of ‘‘ideal’’ (e.g., instantaneous) propagation of
RSVP-TE and OSPF-TE information.

The main results are reported in Figs. 3–6.2 The leftmost
value of the curves represents the network behavior with no
threshold mechanisms (perfect vision). When we have a
coarser information (smaller number of thresholds in the
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static scenario, larger F in the dynamic one) we can drasti-
cally reduce the amount of flooding (the number of LSU
messages originated per link per second is shown). On
the other hand, blocking probability starts to increase
when the information is too coarse. The analysis is report-
ed for three different values of the ‘‘conventional’’ offered
load qSP from 0.6 up to 0.8. The typical operating point
should be qSP = 0.6 or less, where the blocking probability
is around 2%, while qSP = 0.7 and qSP = 0.8 can be already
considered overload conditions, considering that the block-
ing probability is respectively in the order of 8% and 14%.
Note that we will not show 95% confidence intervals of
simulation results, however results are averages over long
runs and such confidence intervals are always smaller than
3% of the value.
Looking at Figs. 3–6, we observe that there is a region
(starting from the left) where the blocking probability does
not increase significantly while the OSPF-TE message
flooding is greatly reduced. This suggests that the optimal
working point is where the blocking probability start to
increase: in the given scenarios 7 thresholds for the static
thresholds or F = 0.7 for the dynamic ones.

We define as ‘‘merit’’ factor the ratio between the
amount of flooding with thresholds and without thresh-
olds. For offered load 0.6, this factor is 3.1 for static-
threshold and 10.6 for the dynamic thresholds, respectively
at 7 thresholds and at F = 0.7 where the blocking probabil-
ity is still under control. In Fig. 8 we compare 3-piece linear
(b = 0.75, c = 0.95) static thresholds with 14 and 7 levels,
logarithmic (a = 104) static thresholds with 14 and 7 levels
and dynamic (F = 0.7) thresholds. The 3-piece linear and
the logarithmic thresholds have the same merit factor
(1.7) for 14 levels while the 3-piece linear yields a larger
reduction (merit factor 3.3) than the logarithmic (2.2) for
7 levels. The dynamic thresholds have the larger merit fac-
tor (7.3). Note that the connection blocking probability
using static mechanisms with 14 thresholds is unchanged
with respect to the case without any threshold method,
and only minimally increased using static mechanism with
7 thresholds or dynamic mechanisms with F = 0.7.
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Several simulations have been carried out for the two
considered network topologies, under different load scenar-
ios and different traffic models: using the dynamic thresh-
olds with F = 0.7, we obtained a merit factor ranging
from 8 to 15 without affecting in significant way the net-
work performance (same blocking probability). The results
with static thresholds are not equally stable. Comparing
the static thresholds with the dynamic ones, we think that
it is much easier to reduce OSPF-TE protocol message
exchange with the dynamic ones. Moreover, we can say
that the dynamic threshold mechanism is simpler to be con-
figured because only the value of F needs to be fixed. This
means that one does not have to configure all the threshold
values in the routers as in the static thresholds. The use of
dynamic thresholds could represent an important improve-
ment with respect to the currently used static thresholds.

In order to validate the simulation analysis, the dynamic
threshold mechanism has been implemented in our testbed
and various experiments have been carried out in parallel
with the simulation environment with the 7nodes topology
(identical to the testbed topology). The main results are
reported in Figs. 9 and 10. These two figures represent a
comparison between the simulated scenario and the emu-
lated one (testbed). An offered load qSP = 0.7 is used. As
can be seen from the figures we have obtained in the test-
bed the same behavior as in the simulation.

The final consideration in this section concerns the
signaling load due to RSVP-TE. In Figs. 5 and 7 the
0

5

10

15

20

25

30

35

40

45

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9

Value of parameter F

N
et

w
o

rk
 L

S
U

 r
at

e 
(s

-1
) Simulator

Testbed

Fig. 9. Flooding reduction comparison.

0

0,01

0,02

0,03

0,04

0,05

0,06

0,07

0,08

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9

Value of parameter F

C
o

n
n

ec
ti

o
n

 b
lo

ck
in

g
 p

ro
b

ab
ili

ty Simulator
Testbed

Fig. 10. Blocking probability comparison.
blocking probability for an offered load qSP = 0.7 is split
into the two components of ‘‘routing’’ failures and ‘‘set-
up’’ failures. The former ones represent the connections
rejected by the CBR algorithm in the ingress Edge Node,
the latter ones the connections which are accepted by the
CBR algorithm, but then rejected by the RSVP-TE setup
procedure due to the local admission control in one of the
crossed nodes. According also to [9], we note that the
coarser the information, the larger the number of connec-
tions that are rejected during the setup phase, originating
an unneeded signaling in the network. This suggests that a
more detailed analysis should be performed to take into
account also the signaling load in the definition of the
optimal working point. This analysis will be carried out
in Section 5.

4. Impact of message processing/transmission time

As we have observed in the previous section, there is a
good agreement between the results coming from the ‘‘ide-
al’’ simulator and from the testbed. We recall that in the
simulations analyzed in the previous section, an ideal
behavior for both reservation and routing protocol has
been assumed. This means that all processing and propaga-
tion times of control plane messages were considered to be
null.

The agreement between simulation and testbed results
seems to imply that there is no impact of the RSVP-TE
and OSPF-TE delays in propagating signaling messages.
In this paragraph, we want to verify under which operating
conditions this assumption is valid. To analyze the impact
on network performance of RSVP-TE and OSPF-TE
delays, as a function of the overall connection requests
rate, we introduced the processing delays in the simulator
and considered the actual behavior of RSVP-TE and
OSPF-TE in propagating their messages.

As a preliminary step, we had to figure out the charac-
teristic delays of RSVP-TE and OSPF-TE messages. The
value for the processing/propagation time of an OSPF-
TE LSU has been taken from [23]. Our simplifying hypoth-
esis is that this delay remains constant from hop to hop and
over time. Therefore, the propagation time of an LSU
flooding procedure is linear with the number of hops
crossed. The value of a single hop processing/propagation
time has been set to 34 ms.

RSVP-TE messages (Path, Resv, PathTear, and Resv-
Tear) processing/propagation times were taken from [24].
Again, we made the simplifying assumption that all these
times remain constant during the evolution of a simulation,
as if they were independent from the number of reservation
sessions installed. We considered values of 14, 14, 6, and
20 ms respectively for Path, Resv, PathTear, and ResvTear
processing/propagation times.

These delays add inaccuracy in the RDE vision of net-
work status. Each router will have a different vision of
the status of network occupation, and this vision in general
is not aligned with the real one. Similarly to the effect of a
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threshold mechanism this will cause the RDE not to always
select the optimal paths for LSPs.

By means of simulations, we analyzed the impact of the
inaccuracy on network performance. A scenario with no
thresholds is analyzed, in order to consider this phenome-
non in isolation, the load qSP is 0.7. Under the typical sce-
nario assumed so far, with the total requests arrival rate
knode of 0.07 s�1, we noticed no impact of processing/trans-
mission delays. Therefore, we started to increase the rate of
incoming LSP requests in the network. To have a fair com-
parison, we kept the network load constant, therefore we
reduced the connection holding time. We were able to
understand when the considered delays start to be influent
on network performance. Fig. 11 reports the connection
blocking probability and setup failures versus the total
arrival rate for the ‘‘ideal’’ system and the system with pro-
cessing/transmission delays. The blocking probability of
the ideal system is obviously not dependent on the arrival
rate. It can be seen that RSVP-TE and OSPF-TE messages
delays start to influence the connection blocking probabil-
ity in the system with processing/transmission delays when
the request rate is increased by a factor of 20. The degrada-
tion of connection blocking is relatively mild, considering
that for an increase of request rate by a factor of 100, it
goes from 8% to 9.5%. On the other hand, the inaccurate
vision of network status causes a rapid growth of setup fail-
ures, which are almost null in our initial scenario with knode

of 0.07 s�1. When knode is 20 times higher (�1.4 s�1), the
setup failures are in the order of 3% of offered calls.

In order to understand the previous results, consider
that a node is concerned by a connection when it is source,
destination or in the path of an LSP. Let fnode be the arrival
rate of Traffic Demands that ‘‘concern’’ a node:
fnode ¼ knode � ð�hþ 1Þ, where �h is the mean length of LSPs
that are setup (the blocking probability is neglected). 1/
fnode will be the mean inter-arrival time of two connections
that concern a node. Approximating �h with the shortest
path, we have that 1/fnode = 3.25 s for knode = 0.07 s�1.
According to the assumed values, the characteristic times
of RSVP-TE and OSPF-TE procedures are in the
order of 50–100 ms, that is 30–60 times smaller than the
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Fig. 11. Network performance vs. total request rate.
considered value of 1/fnode. The impact on blocking prob-
ability starts when the inter-arrival time of calls concerning
a node is in the order of the characteristic times of routing
and signaling procedures.

5. Combined routing/signaling processing cost

In this section, we evaluate the processing cost of the
combined OSPF-TE/RSVP-TE architecture. We will show
that threshold mechanisms are effective in decreasing the
load component due to OSPF-TE, and that the RSVP-
TE processing load must be carefully considered as it con-
stitutes the system bottleneck.

The evaluation is based on the definition of a theoretical
model of processing costs, combined with the simulator
environment. Using our simulator, we can evaluate the
number (and the rate) of OSPF-TE flooding procedures
that are started by a node. We can also count the number
of RSVP-TE messages (Path, Resv, PathTear, and Resv-
Tear). Then we are able to evaluate the total processing
cost by multiplying the processing cost of each message
wmsg for its rate rmsg.

We will also confirm the theoretic/simulation model
results with measurements performed in the tested, related
to message rates and to the CPU load.

5.1. Message processing cost

Let us consider the different components of processing
cost in a TE enabled MPLS network. A component is relat-
ed to the OSPF-TE messages due to the flooding of state
information. Another component is the processing cost of
the LSP setup (and release) messages via RSVP-TE proto-
col. Due to the soft state approach, the processing related
to RSVP refresh messages must be also considered.

The processing cost for each message obviously depends
on the specific implementation of OSPF-TE and RSVP-
TE. In general it can be dependent on the network topolo-
gy (e.g., on the size of the network) and on the network
status (e.g., number of established LSPs). In order to per-
form our evaluation what we need is actually the relative
processing cost of the messages, rather that their absolute
values. For this purpose, we take as reference the process-
ing cost of an OSPF Link Status Update (LSU) message
containing the first copy of a Link State Advertisement
(LSA) received by a router. We assume that one unit of
processing cost is needed to check that the LSA is not yet
‘‘installed’’ in the database, to install it and to prepare a
copy of it to be sent to all other interfaces but the receiving
one. We can now in general define the processing cost of
the other messages with reference to this processing unit,
using a set of generic parameters as shown in the third col-
umn of Table 2. For example a1 is the relative processing
cost of a ‘‘Copy-LSA’’ message with respect to the
‘‘First-LSA message. The processing cost of RSVP-TE
messages is actually split into two factors, Q and bi i = 1–
5 for the different RSVP-TE messages. Q represents the
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Table 2
Control plane messages

Message Notation Processing unit

Generic Assumed

‘‘First-LSA’’ wfirstLSA 1 1
‘‘Copy-LSA’’ wcopyLSA a1 0.5
Path wPath Q 5
Resv wResv Qb1 6
PathTear wPathTear Qb2 3
ResvTear wResvTear Qb3 7
RefreshPath wRefrPath Qb4 2.5
RefreshResv wRefrResv Qb5 2.5
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relative processing cost of a Path message with respect to a
First LSA message: Q = wPath/wfirst LSA. The factor bi, for
each RSVP-TE message represents its relative processing
cost with respect to a Path message.

The exact parameter values are obviously dependent on
the specific protocol implementations and also on the net-
work operating point. For the purpose of this paper, we
assumed reasonable values starting from the results avail-
able in the literature. In particular, [24] have been used to
infer the relative processing costs of RSVP-TE messages.
[24] has been compared to [23], where the processing cost
of OSPF messages is discussed, in order to estimate the val-
ue of Q. The RSVP-TE processing in typical implementa-
tions is dependant on the number nlink of active sessions
per link, that can be evaluated as

nlink ¼ ktotð1� P BÞT � �h=L.

In our scenario we have a relatively low number of
active sessions per links (in the order of 20), therefore we
assumed a processing cost for RSVP-TE close to the min-
imum values reported in [24].

5.2. OSPF-TE and RSVP-TE message rates

According to the OSPF behavior, each flooding proce-
dure results in the exchange of a number of LSU messages
that depends on the topology of the network. For a given
topology (only point-to-point links are considered) with
N nodes and average degree D, the number of messages
that are generated by each flooding procedure is
NÆ(D � 1) + 1 (see Appendix C). These messages may cor-
respond to two different processing costs in the node. If an
(Opaque) LSA is received from a router for the first time, it
has to store it and to send it to all the interfaces. When fur-
ther copies of the same (Opaque) LSA are received, the
node simply discards them, resulting in a lower processing
cost. In particular in a flooding procedure there will be
N � 1 ‘‘first-LSA’’s and NÆ(D � 2) + 2 ‘‘copy-LSA’’s.

Each successful LSP setup will generate a number h(x) of
Path and Resv messages, where h(x) is the number of hops
of the LSP x. The release of the same LSP will generate a
number h(x) of PathTear and ResvTear messages. During
the lifetime of the flow the soft state nature of the LSPs
will originate h(x) Path and Resv messages with a rate
corresponding the refresh rate RR (s�1). In the following,
we will denote hLSP the average number of hops of an
LSP, leaving out the dependence on the specific LSP x. A
failed setup of an LSP (see Fig. 13) will generate h(y) Path
messages, r(y) Resv messages up to the node where the res-
ervation fails, r(y) ResvError and ResvTear to tear down
the part of the LSP attempted to set up, and h(y) � r(y)

PathError to advertise source node about the setup failure.
Utilizing our testbed implementation we measured the

exact number of messages exchanged among the nodes.
We studied the behavior of the whole architecture in term
of packets exchanged by the two protocols, OSPF-TE
and RSVP-TE, comparing a scenario without any thresh-
old mechanism with the one utilizing the Dynamic
Thresholds with parameter F set to 0.7. Fig. 12 reports
the results of these measures representing the message
rate for each protocol, in both scenarios, versus the
request rate per node knode. We can see that introducing
an efficient threshold mechanism, OSPF-TE flooding is
enormously reduced, while the number of RSVP messages
exchanged are ‘‘lightly’’ increased, by the presence of the
Setup Failures.

5.3. Definition of processing cost model and results

We started by considering the scenario where no flood-
ing reduction techniques are used: a flooding procedure is
executed for each state change. We consider the ideal case,
where there is no delay in transmission and processing of
OSPF-TE and RSVP-TE messages. Under these assump-
tions, the Edge Nodes have a perfect vision of the network
status and there will be no blocking at the RSVP-TE level.
Let ktot be the total arrival rate of traffic demand to the net-
work, P CBR

B the blocking rate due to refusals of the CBR
algorithm in the originating Edge Node and nLSP the mean
number of active LSP. The processing cost for this scenario
is

P tot ¼ 2ktotð1� P CBR
B ÞhLSP � ðN � 1ÞwfirstLSA þ 2ktot

� ð1� P CBR
B ÞhLSP � ½NðD� 2Þ þ 2�wcopyLSA þ ktot

� ð1� P CBR
B ÞhLSP � ðwPath þ wResv þ wPath�Tear þ wResv�TearÞ

þ nLSP �RR � hLSP � ðwRefr�PathwRefr�ResvÞ.
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The first two terms represent the processing load for OSPF-
TE messages: each call setup that is accepted spans on
average hLSP links and on each links it triggers one flooding
procedure for the setup and one for the release; the flood-
ing procedure in turn generates (N � 1) ‘‘first’’ LSA mes-
sages and N (D � 2) + 2 ‘‘copy’’ LSA messages. The third
term represents the RSVP-TE messages that are exchanged
during the successful setup and release of the LSP. The
fourth term takes into account the RSVP-TE messages
related to the maintenance of RSVP soft state: RR is the
refresh rate (s�1).

If we consider the scenario with flooding reduction tech-
niques and real processing and transmission times of
OSPF-TE and RSVP-TE messages, the setup of an LSP
may fail with a probability P RSVP

B . The processing cost
can be represented by

P tot ¼ 2ktotð1� P CBR
B ÞhLSP �

1

M
� ðN � 1ÞwfirstLSA þ 2ktot

� ð1� P CBR
B ÞhLSP �

1

M
� ½NðD� 2Þ þ 2�wcopyLSA þ ktot

� ð1� P CBR
B Þð1� P RSVP

B ÞhLSP � ðwPath þ wResv þ wPathTear

þ wResvTearÞ þ ktotð1� P CBR
B ÞðP RSVP

B Þh0LSP � ðwPath

þ xwResv þ xwResvErr þ xwResvTear þ ð1� xÞwPathErrrÞ
þ nLSP � RR � hLSP � ðwRefr�Path þ wRefr�ResvÞ.

We notice that the first two terms are reduced by the
merit factor M of the flooding reduction technique. The
term related to the RSVP load has been split into two terms
that take into account the LSPs that are successfully setup
and the LSPs that are rejected by RSVP. h0LSP is the mean
length of LSPs that experience a setup failure. The param-
eter x takes into account the number of hops of the LSP
that can be setup before finding a node that rejects the
request (see Fig. 13).

Fig. 14 reports the total processing cost versus the
parameter F of dynamic thresholds (offered load
qSP = 0.7, b = 0.05, NSFNET topology,). The total pro-
cessing cost is split among the routing component, the
RSVP-TE (setup and release) and the RSVP-TE refresh.
The processing cost of each message is as shown in the last
column of Table 2.
Path
Path

Resv

Path

Resv

Path Error
Resv Error

Resv Error

Resv Tear

Resv Tear

Admission
Contol Error

Fig. 13. Failed setup procedure.
To confirm these theoretic values, we performed some
similar measurements in the testbed. We measured process-
ing load in each node in terms of percentage of CPU usage
in the two different scenarios: the first one without any
threshold mechanism (upper part of Fig. 15) and the sec-
ond one where the Dynamic Threshold mechanism is
implemented with factor F set to 0.7 (bottom part of
Fig. 15). The figures show the measured CPU processing
loads related to the two protocols (averaged on all the net-
work nodes) versus the requests arrival rate. All measure-
ments were been taken in the testbed during simulations
with network load qSP = 0.7. The reduction of OSPF flood-
ing by means of Dynamic Threshold mechanism signifi-
cantly reduces the total processing load while the increase
of RSVP-TE load due to the presence of setup failures is
negligible.
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The first important result is that the use of dynamic
thresholds is effective in reducing the overall processing
cost: RSVP-TE processing does not increase in a significant
way due to setup failures when the network vision become
coarser. On the other hand, the overall reduction is less
than it was expected considering the large reduction of
OSPF-TE flooding. The RSVP-TE cost component, which
is basically independent of the flooding reduction technique
(see Fig. 14), accounts for the most part of the total pro-
cessing cost in the region where these flooding reduction
techniques are effective. In particular, the RSVP-TE refresh
component has a great impact on the total processing (see
Fig. 14), suggesting that attention should be paid to reduce
it. In particular, aggregate refresh mechanisms, as well as
the reduction of refresh rate (we have considered the
default refresh rate of 1/30 s�1) could be considered. Our
analysis suggests that while total OSPF-TE processing cost
can be controlled with dynamic threshold mechanisms, the
total RSVP-TE processing cost represents a potential
bottleneck.

6. Conclusions

In this work, we first analyzed the effectiveness of the
flooding reduction techniques for OSPF-TE in a MPLS-
TE network. The trade-off between the amount of flooding
and the connection blocking probability has been analyzed
for different mechanisms. The result is the selection of the
dynamic threshold mechanism as the most efficient and
simplest one.

This analysis has been first performed assuming an
instantaneous propagation of the signaling/routing infor-
mation. Then, the transmission and processing delays of
OSPF-TE and RSVP-TE have been considered. This sec-
ond analysis was able to identify the operating conditions
under which these transmission/processing delays do not
impact on the network performance.

Finally, the aspects of combined processing cost for
routing and signaling have been analyzed. It is shown that
the signaling processing cost does not increase significantly
when the flooding reduction mechanism are used, therefore
the goal to reduce the overall processing cost is met. On the
other hand, the analysis showed that the processing cost of
signaling represents the largest part of processing cost and
may constitute the system bottleneck.

Appendix A. Families of static threshold mechanisms

Each family can be represented by an increasing func-
tion F (x) defined in the interval 0 < x < 1, with range from
0 to 1 and that is sampled at M equally spaced intervals
where M is the number of threshold levels. The threshold
values are equal to C Æ F (k/M) where 1 < k < M � 1 and
C is the link capacity. For example a linear function
F (x) = x will define M equally spaced threshold level.

The first family that we have considered is a generalization
of the default threshold levels assumed in [25]. According
to [25], the threshold levels can be arbitrarily fixed while
the default is set to 14 levels. These 14 default levels actually
define a 3-piece-linear function (see Fig. 16). We generalize
this function, assuming that each linear piece will cover
one third of the definition interval and considering two
parameters b and c such that F (1/3) = b and F (2/3) = c
(0 < b < c < 1). A specific threshold setting for this family
is identified by (M, b, and c). Therefore, there are two degrees
of freedom in adjusting the shape of the function to be
sampled. The second family we considered is based on a
logarithmic function: F (x) = ln(ax)/ln(a), with a�M.
The parameter a defines the shape of the sampled function,
with small a (e.g., a = 103) the function will be more similar
to a linear function. For higher a (e.g., a = 106) there will be
less detailed information when the link is not loaded and
much more precise information when the link is heavily
loaded. Using this ‘‘logarithmic’’ mechanism, a specific
choice of thresholds is identified by (M, a), i.e., we have a
single parameter to change.

Appendix B. Avoiding oscillations with static thresholds

The basic approach is to communicate the middle value
of an interval when a threshold is crossed [10]:
L (k) = (F (k/N) + F ((k + 1)/N))/2. This may lead to
unneeded flooding when the bandwidth oscillates around
a threshold level. In [25] it is suggested to use different
increase and decrease thresholds to notify the increase
and the decrease of bandwidth occupancy, trying to avoid
this oscillation. The ‘‘increase’’ threshold F+ (k/N) and the
‘‘decrease’’ threshold F� (k/N) can be defined starting from
F (k/N) as follows:

F þðk=NÞ ¼ F ðk=NÞ;

F �ðk=NÞ ¼ F ðk=NÞ þ F ððk � 1Þ=NÞ
2

.

On the other hand [25], considers to advertise the actual
value instead of a conventional value when a threshold is
crossed. When oscillating around a threshold value, for
example an increase threshold, a different status will be
communicated each time that the threshold is crossed in
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the increase direction. Therefore, we decided to use the dif-
ferent increase and decrease thresholds and to communi-
cate the middle value as follow:

LþðkÞ ¼ ðF þððk þ 1Þ=NÞ þ F �ðk=NÞÞ=2;

L�ðkÞ ¼ ðF �ðk=NÞ þ F þððk � 1Þ=NÞÞ=2;

where L+(k) and L�(k) are the advertised level when the in-
crease threshold F+ (k/N) and the decrease threshold F� (k/
N) are crossed.

Appendix C. Number of messages for a flooding procedure

Let di be the degree of node i, N be the number of nodes, D

be the average degree of a node; assume that originating
node is n1. The originating node will send d1 copies of the
message. Each other node i will send di � 1 copies (the node
will not send the message on the receiving interface). Then:

NumOfMsg ¼ d1 þ
XN

i¼2

ðdi � 1Þ ¼ 1þ
XN

i¼1

ðdi � 1Þ

¼ 1þ
XN

i¼1

di � N ¼ 1þ ND� N

¼ NðD� 1Þ þ 1.
References

[1] E. Rosen A. Viswanathan, R. Callon., Multiprotocol Label Switching
Architecture, IETF RFC 3031, January 2001.

[2] X. Xiao, A. Hannan, B. Bailey, L. M. Ni, Traffic Engineering with
MPLS in the Internet’’, IEEE Network, March/April 2000.

[3] D. Awduche et al., Requirements for Traffic Engineering Over MPLS,
IETF RFC 2702, September 1999.

[4] D. Katz, D. Yeung, K. Kompella, Traffic Engineering Extensions to
OSPF Version 2, IETF RFC 3630, September 2003.

[5] H. Smith, T. Li, IS–IS extensions for Traffic Engineering, IETF
<draft-ietf-isis-traffic-04.txt>, IETF RFC 3784, June 2004.

[6] D. Awduche, L. Berger, D. Gan, T. Li, V. Srinivasan, G. Swallow,
RSVP-TE: Extensions to RSVP for LSP Tunnels, IETF RFC 3209,
December 2001.

[7] B. Jamoussi et al., Constraint-Based LSP Setup using LDP, IETF
RFC 3212, January 2002.

[8] L. Andersson, G. Swallow, The Multiprotocol Label Switching
(MPLS) Working Group decision on MPLS signaling protocols,
IETF RFC 3468, February 2003.

[9] A. Shainkh, J. Rexford, K.G. Shin, Evaluating the Overheads of
Source-Directed Quality-of-Service Routing’’, International Confer-
ence on Network Protocols (ICNP), 1998.

[10] G. Apostolopoulos, R. Guerin, S. Kamat, S.K.Tripathi, Quality of
Service Based Routing: A Performance Perspective, SIGCOMM
1998.

[11] G. Apostolopoulos, R. Guerin, S. Kamat, Implementation and
Performance Measurements of QoS Routing Extensions to OSPF,
Infocom, 1999.

[12] R.R. Irashko, W.D. Grover, M.H. MacGregor, Optimal capacity
placement for path restoration in STM or ATM mesh-survivable
networks, IEEE/ACT Trans. on Networking, June 1998.

[13] A. Basu, J.G. Riecke, Stability Issues in OSPF Routing’’, SIG-
COMM, 2001.

[14] G. Conte, P. Iovanna, R. Sabella, M. Settembre, L. Valentini, A
Traffic Engineering Solution for GMPLS Network: A Hybrid
Approach Based on Off-line and On-line Routing Methods, ONDM
2003 Conference, February 4–6, 2003 Budapest, Hungary.

[15] MPLS-TE control plane simulator <http://www.coritel.it/
download.html>.

[16] Sourceforge MPLS home page, <http://mpls-linux.sourceforge.net/>.
[17] IBCN testlab Home Page <http://dsmpls.atlantis.rug.ac.be/>.
[18] Zebra Home Page, <http://www.zebra.org/>.
[19] J. Moy, OSPF Version 2, IETF RFC 2328, April 1998.
[20] R. Coltun, The OSPF Opaque LSA option, IETF RFC 2370, July

1998.
[21] A. Bosco, A. Botta, M. Intermite, P. Iovanna, S. Salsano, Distributed

Implementation of a Pre-Emption and Re-routing Mechanisms for a
Network Control Based on IP/MPLS Paradigm, ONDM 2003
Conference, February 4–6, 2003 Budapest, Hungary.

[22] A. Bosco, A. Botta, G. Conte, P. Iovanna, R. Sabella, S. Salsano,
Internet like control for MPLS based traffic engineering: performance
evaluation, Performance Evaluation, vol. 59/2–3, February 2005,
Elsevier Science, pp 121–136.

[23] A. Shaikh, A. Greenberg, Experience in Black-box OSPF Measure-
ment, ACM SIGCOMM Internet Measurement Workshop (IMW),
November 2001.

[24] K. Nemeth, G. Feher, I. Cseleny, Benchmarking of Signaling
Based Resource Reservation in the Internet’’, Networking
2000.

[25] CISCO on line documentation: ‘‘MPLS Traffic Engineering’’.

Stefano Salsano was born in Rome in 1969. He
received his honours degree in Electronic
Engineering from the University of Rome (Tor
Vergata) in 1994. In 1998 he was awarded a
Ph.D. from the University of Rome (La Sapi-
enza). Between the end of 1997 and 2000, he
worked with CoRiTeL, a telecommunications
research institute, where he was co-ordinator of
IP-related research. Since November 2000 he
has been an assistant professor (‘‘Ricercatore’’)
at the University of Rome (Tor Vergata) where

he teaches the courses on ‘‘Telecommunications transport networks’’

(‘‘Reti di trasporto’’) and on ‘‘Telecommunication networks’’. He has
participated in the EU projects INSIGNIA (on the integration of the
B-ISDN with Intelligent Networks), ELISA (on the integration of IP
and ATM networks, leading the work package on Traffic Control),
AQUILA (QoS support for IP networks, leading the work package on
Traffic Control), FIFTH (on internet access via satellite on high-speed
trains), SIMPLICITY (on simplification of user access to ICT tech-
nology, leading the work package on architecture definition), E2R (end
to end riconfigurability of communication equipment). His current
research interests include IP telephony, Ubiquitous Computing, Wire-
less LANs, QoS and Traffic Engineering in IP/MPLS networks. He is
co-author of more than 50 publications on international journals and
conferences.

Alessio Botta received his ‘‘Laurea’’ degree in
Telecommunications Engineering in 2001 from the
University of Roma ‘‘La Sapienza’’. Since January
2002 he has been CoRiTeL (a research consortium
participated by Ericsson Lab Italy ) as researcher in
the field of IP networking. He participated in sev-
eral research project founded by the EU and the
Italian Ministry of Research ( AQUILA, EURO-
NGI, TANGO) and other Ericsson internal
research projects. His current research interests
include QoS and Traffic Engineering in IP net-

works, MPLS, and IP over optics. Currently he is with Elettronica Spa in

Roma.

http://www.coritel.it/download.html
http://www.coritel.it/download.html
http://mpls-linux.sourceforge.net/
http://dsmpls.atlantis.rug.ac.be/
http://www.zebra.org/


mmunications 29 (2006) 2034–2045 2045
Paola Iovanna was born in Roma, Italy, in 1971.
She received the degree in Electronics Engineering
from the University of Roma ‘‘Tor Vergata’’ in
1996. From 1995 to 1997 she had collaboration as
fellowship with a research center ‘‘U. Bordoni’’ in
Rome, where she dealt with advanced fiber-optic
communications and optical networking issues.
From 1997 to 2000 she worked in ‘‘Telecom Italia
‘‘ where she was involved in experimentation of
new services based on different access technolo-
gies (as XDSL, Frame Relay, optical). From 2000

she joined Ericsson Lab Italy in the Research Department where she dealt

S. Salsano et al. / Computer Co
with networking issues using MPLS and GMPLS technique. She is
responsible of the research project relating to Traffic Engineering strate-
gies based on the MPLS control plane on new generation networks. She is
actively involved in IST Network of Excellence Euro-NGI as a work
package/joint research leader, and she was Technical Program Committee
Chairman of 1st EuroNGI Conference on Next Generation Internet
Networks – Traffic Engineering. She holds two patents on dynamic
routing solutions for networks based, and on Traffic Engineering system
for new generation networks on the GMPLS model, and several publi-
cations on international scientific journals and conferences on traffic
engineering solutions for new generation networks and control plane
architecture based on GMPLS paradigm.
Marco Intermite received his degree in Telecomu-
nication Engineering in 2002. He then joined
CoriTel Consortium where he served as researcher,
working on MPLS-TE thematics. One year later he
joined Accenture company, where he is specialized
in Service and Network Assurance thematics for
OSS infrastructure of a Telco company.
Andrea Polidoro received the laurea degree in the
Telecommunications Engineering (University of
Rome ‘‘Tor Vergata’’) in July 2005 with a thesis
on ‘‘Ingegneria del traffico in una rete MPLS-TE
meccanismi per la riduzione del carico di segna-
lazione’’. Since November 2005, he is a PhD
student at University of Rome ‘‘Tor Vergata’’.
Currently he is working on QoS on IP networks
and IP telephony research activities.


	Traffic engineering with OSPF-TE and RSVP-TE: Flooding  reduction techniques and evaluation of processing cost
	Introduction
	Network and traffic models
	Network model
	Traffic model and CBR algorithm
	Simulation environment and testbed

	 ldquo Resource thresholds rdquo  mechanisms
	Results and discussion

	Impact of message processing/transmission time
	Combined routing/signaling processing cost
	Message processing cost
	OSPF-TE and RSVP-TE message rates
	Definition of processing cost model and results

	Conclusions
	Families of static threshold mechanisms
	Avoiding oscillations with static thresholds
	Number of messages for a flooding procedure
	References


