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ABSTRACT

This article describes the current evolution of
QoS architectures, mechanisms, and protocols in
the Internet, as it is ongoing in the framework of
the European Union funded research projects on
premium IP networks. A short review of the pro-
posed standard approaches to QoS (e.g., differen-
tiated services, integrated services, and label
switching technologies) is given. Then we focus
on the state-of-the-art architectures, mainly based
on DiffServ concepts. Several issues arise when
trying to implement these architectures in the real
world: QoS aspects, network monitoring of the
offered QoS, and end-user control of received
QoS. The article then discusses the existing results
and the current direction of European research
and development in these areas.

INTRODUCTION

The traffic generated by Web-based and multi-
media applications produce a great amount of
burstiness, which is difficult to describe by a stat-
ic set of traffic parameters. The dynamic and
efficient usage of resources is one of the funda-
mental aspects of multimedia networks: the traf-
fic specification should first reflect the real
traffic demand, but optimize, at the same time,
the resources assigned to data flows.

The straightforward and simplest answer to the
applications’ traffic demand is to add resources
(i.e., capacity) on the links. This is known as over-
provisioning and it represents an alternative to the
IP quality of service (QoS) architecture and mech-
anisms we will discuss in this article. However,
there are some shortcomings of the overprovision-
ing approach that justify the research for more
“complex” QoS mechanisms. First of all, the cur-

rent trend is that link technologies used in IP net-
works are becoming more heterogeneous, ranging
from fiber optic backbone links to various kinds of
wired and wireless link technologies at the edges,
with these latter characterized by different trans-
port capacity. In addition, the user community is
looking forward to getting both application and
service heterogeneity (linking service expectations
and willingness to pay for the service). All these
trends point toward the Internet becoming a ubig-
uitous multiservice network, where different actors
(network operators, service providers, content sup-
pliers) will compete and interoperate to offer
novel applications that are dynamically created
and managed. The presence of different actors of
course makes it more difficult to find a common
strategy for engineering the capacity on the links.
Finally, a fast overprovisioning solution is not
always available for technical and economical
motivations. For that reason, overprovisioning per
se cannot really be an effective solution on an
end-to-end basis. Consequently, there are strong
commercial reasons for network operators and
equipment providers to offer QoS differentiation
in IP networks [1].

Currently, some network operators are active-
ly designing a new service model that includes
flexible service creation. Manufacturers of net-
work equipment continually introduce new solu-
tions and products characterized by conformance
to existing or proposed standards and recom-
mendations concerning micro-QoS issues, but at
the same time adopting specific and proprietary
solutions for provisioning macro-QoS functional-
ity. Thus, the network operators are willing to
open up their network resources to innovative
new service providers, which must include mech-
anisms for supporting end-to-end QoS guaran-
tees (across multiple domains), and for the
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flexible and dynamic creation of new services.

For the last 20 years QoS has been one of the
major research topics in the networking commu-
nity. First in academia, then in industry, the issues
related to the provision of guarantees in the per-
formance achievable in the provisioning of com-
munication services has been subject to an intense
debate that is still continuing in the various fora
(e.g., the Internet Engineering Task Force, IETF).
In particular, we will present the ongoing debate
and the most recent developments originating
from a very specific research community, that
active around the so-called premium IP network
projects. These projects (funded by the European
Commission in the framework of the IST research
program [2]) are involving a quite large number
of research and industry partners around the
common problem of paving the way to the effec-
tive deployment of QoS-capable IP networks.

In this article, we first give a short review of
the proposed standard approaches to QoS: dif-
ferentiated services (DiffServ), integrated ser-
vices (IntServ), and label switching technologies
(see also [3]). Then we focus on state-of-the-art
architectures, mainly based on DiffServ con-
cepts. Several issues arise when trying to imple-
ment these architectures in the real world:
definition, dynamic creation and configuration of
such services, traffic engineering tools to obtain
quantitative end-to-end QoS guarantees, dynam-
ic service invocation, interdomain QoS aspects,
network monitoring of the offered QoS, and
end-user control of received QoS. Finally, the
article discusses the existing results and the cur-
rent direction of research and development cur-
rently underway in Europe in these areas, and
these will be introduced in detail in the accom-
panying articles composing this Feature Topic.

QoS ARCHITECTURES, MECHANISMS,
AND PROTOCOLS IN THE INTERNET

As an alternative or additive strategy to overpro-
visioning to accommodate the requirements aris-
ing from current services and those expected to
arrive in the near future, a network and service
management architecture will be needed to opti-
mize resource allocation in networks. The term
QoS provisioning usually indicates the set of
technologies for managing delay, jitter, and con-
gestion events throughout a network via traffic
policing and resource control. QoS technologies
are generally handled by the network adminis-
trators and comprise both traffic handling mech-
anisms, and provisioning and configuration
mechanisms [4]. In the research and standardiza-
tion bodies the development of QoS support has
experienced a significant evolution during these
years. However, the evolution has mainly
involved the backbone. To realize true QoS, its
architecture must be applied end to end, not just
at the edge or at selected network devices.

RSVP, DIFFSERV AND MPLS

The first recognized tool for QoS provisioning is
Resource Reservation Protocol (RSVP). RSVP is
the signaling protocol defined in IETF that can
be used by routers supporting IntServ along the
path to set up per-flow QoS. According to the

taxonomy presented in [4], RSVP can be consid-
ered a mechanism for configuring traffic handling
mechanisms in network devices for per-flow-
based traffic. The IntServ architecture foresees
per-flow traffic classification and queue servicing
algorithms for handling the traffic of each flow.
Each router along the path performs per-flow
admission control and then guarantees the service
to each traffic flow in strict isolation from other
traffic flows. This model was considered insecure,
too complex, and not scalable enough to be used
in the backbone of the Internet.

The DiffServ architecture was designed in
IETF to overcome the scalability problems of
per-flow QoS management in routers. According
to the taxonomy presented in [4], DiffServ is
also a traffic handling mechanism, but in this
case it works with aggregate traffic. The objec-
tive is to provide scalable QoS support by avoid-
ing per-flow state in routers. The basic idea is
that packet headers include a field called the
DiffServ codepoint (DSCP). The DSCP allows
packets to be classified and identifies the specific
queuing behavior (per-hop behavior, PHB).
Edge routers are configured with a large number
of per-flow policing policies, while core routers
are configured with a few forwarding classes.
The traffic from many flows having similar QoS
requirements is marked with the same DSCP, so
the flows are aggregated to a common queue or
scheduling behavior. The architecture relies on
packet markers and policing functions at the
boundaries of the network to ensure that the
intended services are provided.

Orthogonal to these node-level congestion
avoidance mechanisms, path-level avoidance can
bypass the shortest path routing for a part of the
end-to-end traffic in order to obtain a more bal-
anced network load. Multiprotocol label switching
(MPLS) provides a mechanism for engineering
network traffic patterns that is not subject to the
limitations of different routing protocols, transport
layers, and addressing schemes. MPLS was also
designed in IETF, with the objective of increasing
the efficiency of data throughput by optimizing
packet processing overhead in the IP network. For
this purpose, MPLS assigns short a layer 2 label
(applied to the IP frame) to network packets that
describe how to forward them through the net-
work. This label corresponds to an established
(configured/signaled) path through the network.
The analysis of the IP packet header is performed
just once, when a packet enters the MPLS cloud.
Therefore, MPLS makes it possible to switch traf-
fic through IP routers that, historically, had to
interrogate each IP header before forwarding to
the next hop. Additionally, at the time a label is
applied to the flow, predefined traffic engineering
parameters can be programmed into the forward-
ing hardware to guarantee levels of traffic band-
width, delay variation, and congestion control.
Alternatively, a DSCP can be encoded in the
MPLS header allowing the DiffServ mechanisms
to be applied to MPLS-encapsulated IP traffic.

THE CURRENT STATUS OF
DIFFSERV-BASED ARCHITECTURES

Although it is not clear if and when operators will
implement a “standard-compliant” DiffServ archi-
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IntServ and
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Internet in order
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tecture, the basic DiffServ concept (i.e., the dif-
ferentiation of packets in traffic classes) is cur-
rently being exploited. The main driver is the
support of voice traffic over IP networks. In both
operator backbones and bottleneck links of cor-
porate networks, voice traffic is carried with some
differentiation with respect to other traffic.

Because DiffServ is simply a traffic handling
mechanism, it needs to be configured in order to
be able to provide useful services. According to
the IETF DiffServ working group, the DiffServ
network is configured to provide a certain ser-
vice level as specified in a formal document
defined as a service level agreement (SLA). An
SLA is defined at the point where the customer
submits traffic to the DiffServ network’s ingress
router, and represents a mutual commitment
between the customer and the network: the first
will abide to the traffic description he/she has
provided to the network; the second will offer a
communication service satisfying the perfor-
mance requirements specified in the agreement.

The provisioning and configuration of DiffServ
networks are based on the configuration of the
traffic handling mechanisms. According to [4],
this top-down provisioning is able to offer limited
degrees of traffic prioritization, and needs to
learn classification criteria and anticipate traffic
patterns and volumes. Moreover, it requires cen-
tralization and coordination of the information.

Therefore, while DiffServ architecture solves
the scalability problems of QoS provisioning, it
fails to be the solution for end-to-end provisioning.
The combination of RSVP signaling with aggregate
traffic handling mechanisms, as discussed in [4],
could address the deficiencies of the exclusively
top-down provisioned approach of DiffServ with-
out incurring the scalability problems of classical
RSVP/IntServ usage. Anyway, this combination is
not yet realized in a real-life network.

THE NEXT STEPS IN SIGNALING ACTIVITY

Despite the IntServ and DiffServ work, the
deployment of end-to-end QoS is negligible in the
Internet. Starting from this consideration, the
IETF working group Next Steps in Signaling
(NSIS) has chartered its activity. The goal is to
check how it is possible to enhance QoS signaling
in the Internet in order to deploy it in the real
world. For example, an issue is how to deal with
interworking between several administrative
domains where different QoS solutions exist. The
NSIS WG also takes into account requirements
coming from user mobility. The existing work
(e.g., RSVP) is evaluated as a possible starting
point. The NSIS is currently analyzing the archi-
tectural elements that should be involved in QoS
signaling and where such signaling has to take
place (end-to-end, end-to-edge, end-to-proxy,
edge-to-edge, etc.). A document containing the
requirements for the QoS signaling protocol was
produced recently and is being discussed [5],
while a document on the framework for NSIS sig-
naling is at an earlier stage of preparation.

PoLicY-BASED NETWORKING
Policy-based network management leads to a stan-
dard and consistent way of network configuration,
independent of the underlying architecture and

QoS provisioning model assumptions. The event-
driven paradigm, well established in the general-
purpose programmers’ world, through the
policy-based approach begins to play its role also in
the field of network management. A policy is a set
of rules or methods, representing an object behav-
ior or a decision strategy to be applied in order to
ultimately reach a particular goal. Policy-based net-
work management is the application of these orga-
nizational policies in order to manage networks.
With this approach, the role of network manage-
ment moves from passive network monitoring to
active QoS and network SLA provisioning. The
network view of policy is an intuitive high-level per-
spective of topology, connectivity, end-to-end per-
formance objectives, and dynamic state of the
network. The network view is composed of differ-
ent nodal views, which correspond to the policy
objectives and requirements at various network
nodes. These, in turn, are composed of policy rules,
which may be regarded as atomic injunctions
through which various network nodes are con-
trolled. Each network node has vendor-specific
resource allocation mechanisms. Hence, packet for-
warding paths and nodal views need to be ultimate-
ly translated into device-specific instructions [6].

However, while this technology is powerful
and alluring, it is also generally untested and
unproven. Worse, this area still suffers from a
lack of standards and a lack of ad hoc use of
existing ones. There are two key issues that are
not yet totally addressed: first, how the vendors
will access and control their hardware, and sec-
ond, how these systems glean information about
an organization’s users and resources.

ISSUES FOR
DIFFSERV-BASED ARCHITECTURES IN
THE REAL WORLD

DiffServ-based architectures have received the
greatest favor of operators and industry. Howev-
er, despite this large interest, they are not yet
implemented in the real world. The following
are the major missing pieces needed for deploy-
ing QoS in the Internet. We also provide refer-
ence to the ongoing work in these areas.

SERVICE DEFINITION,
SERVICE LEVEL AGREEMENTS

A key issue in packet networks is how to define
the service offered by a network. This involves
both technical and standardization aspects. In
fact, the service definition should be simple and
clear, and at the same time useful for allocating
resources in the network. When the traffic is
bursty, there is the known problem that using
deterministic definition of services can be ineffi-
cient, while statistical service definition can be too
difficult to understand, measure, and verify. How-
ever, this is also a standardization issue, since it is
necessary to have a common agreement among
service providers and users to formalize this ser-
vice definition. An SLA (i.e., the contract between
the provider and the users) needs to be based on
this formal service definition. An effort in this
direction is being pursued with the proposition of
a service level specification (SLS) for IP QoS [7].
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DYNAMIC SERVICE CREATION AND
SERVICE CONFIGURATION TOOLS

These tools would allow an operator to define the
services in an abstract way and then have an auto-
matic mapping into the configuration of network
devices. When moving QoS from laboratory trials
to large-scale IP networks, these automatic man-
agement/configuration tools become essential, since
it is not feasible to manually configure a large num-
ber of devices in a consistent way. Note that there
is dependence on the issue of SLA/SLS, since a for-
malization of the QoS characteristics of the service
could be useful in the proper configuration of the
network. The idea of dynamic service creation is
not new in the telecommunication systems area.
However, in premium IP networks this idea
assumes a different, more general and challenging
meaning, since it implies the capability of a network
to reconfigure itself in order to host new applica-
tions and services involving traffic patterns with
completely new characteristics and requirements.

TRAFFIC ENGINEERING TOOLS

The DiffServ architecture basically specifies the
PHB mechanisms, which apply “locally” on a
router/link. How to manage the resources globally
within a network backbone is out of the scope of
the DiffServ WG, but it could be an important
point for a provider. The process of managing the
resources in a network backbone is referred to as
traffic engineering and is the focus of the IETF TE
WG. MPLS architecture is currently seen as a
possible answer to TE needs. Both the MPLS
WG [8] and TE WG [9] are working on the map-
ping of DiffServ over a MPLS backbone.

DYNAMIC SERVICE INVOCATION

The first step in the introduction of IP QoS can
consider a static association of QoS resources to
a class of customers and/or applications. The
further step is to make this association dynamic.
The rationale behind this is that a more efficient
use of resources is possible. Dynamic service
invocation could add considerable value to QoS-
enabled networks. For example, the allocation of
bandwidth on demand can be of great interest
for applications like video communication and
videoconferencing, where a large amount of
resources is needed for a limited period of time.
The needed components to have dynamic IP
QoS are a dynamic resource management archi-
tecture and an access signaling mechanism. The
former is needed within the provider network
and may include dynamic signaling between net-
work elements, and the latter allows the user to
signal its QoS needs to the provider. As dis-
cussed above, the NSIS work is addressing the
aspects of QoS signaling in IP networks.

MONITORING

Monitoring of the provided QoS level is a critical
component in the QoS framework. The IP Perfor-
mance Metrics (IPPM) IETF Working Group [10]
is currently developing a set of standard metrics
that can be applied to the quality, performance,
and reliability of Internet data delivery services.

In terms of measurement technologies, QoS
provisioning needs to rely on a wide range of
measurement tools, both active (analysis of net-

work quality impact between two points on pack-
ets injected into the network by a measurement
infrastructure) and passive (nonintrusive analysis
of observed packet streams and router behavior
at one or multiple points in the network). Hence,
a measurement management architecture is
required to unify the automated configuration,
reporting, and analysis over these heterogeneous
measurement tools.

QoS monitoring comprises two different
aspects. The first aspect is “internal” to the ser-
vice provider, which needs to monitor its own
network. Traditionally the monitoring in packet
networks is done offline with respect to network
operation. Usage data are collected and used to
build statistical reports for planning network
upgrades (i.e., at the timescale of weeks or
months). Rather, the monitoring of a QoS net-
work could be “interlaced” with network opera-
tion since it can drive dynamic adjustments of
network configuration at the timescale of sec-
onds. Since traffic behavior is more difficult to
foresee, monitoring becomes a part of network
operation. An example of this concept is mea-
surement-based admission control, where the
current measured QoS level is used to dynami-
cally control the access of new flows.

The other side of network monitoring is end-
user control of received QoS. The user would
like to have a clear understanding of whether
the network is providing QoS or not. It is not
always possible or enough to send probes, even
though this is one of the possible techniques.
There are some problems with elastic applica-
tions where the throughput depends on several
factors besides the network QoS.

INTERDOMAIN QOS ASPECTS

The provisioning of IP QoS in a single domain
requires proper solutions to most of the above
issues. The standardization of these solutions
facilitates interworking between equipment, but
some nonstandard solutions (or “patches”) can
be accepted. If we want to really achieve Inter-
net QoS rather than IP QoS, it should be possi-
ble to receive QoS across different domains. In
this case standardization can become mandatory,
and this is the first reason interdomain IP QoS is
an even more challenging task.

In general, we can see that IP QoS issues
should be solved in the single-domain case
before tackling interdomain QoS. Then the new
dimensions of multidomain QoS must be taken
into account: what happens at the interface
between different providers must be clarified;
the combination of single-domain QoS levels
into the whole end-to-end QoS is to be faced.
For example, the standardization of service defi-
nition and SLS for the customer-network inter-
face for the single domain can be the base to
define SLSs for the end-to-end QoS and for
provider-to-provider QoS.

Again, interdomain QoS can be on a static or
dynamic level. Probably as in the intradomain
case, the approach will be to start from static asso-
ciations of users and applications to QoS, since
these do not require interdomain signaling. Later,
the use of signaling can increase the efficiency.

In terms of
measurement
technologies, QoS
provisioning
needs to rely on
a wide range of
measurement
tools, both active
and passive.
Hence, a
measurement
management
architecture is
required to unify
the automated
configuration,
reporting, and
analysis over these
heterogeneous
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dential and business end systems.
Saviie /\ AQUILA and TEQUILA assume an already
level specified service to be given as an input to the
system. AQUILA has therefore developed the
End-user Application Toolkit (EAT) that aims
Network to provide access for end-user applications to
level QoS features. The EAT is a middleware between
the end-user applications and the network infra-
structure. The EAT supports two major kinds of
(Internet) applications: legacy applications

Packet (QoS-unaware) and QoS-aware applications.
level The AQUILA network offers different network
services with different predefined QoS charac-

> teristics to the customers of the network and

Shorter-term Longer-term

QoS-aware QoS-aware
services services

implements them internally by different traffic
classes. The network services are stored as XML

M Figure 1. QoS focus of the AQUILA, TEQUILA, and CADENUS projects.

THE PROPOSED SOLUTIONS OF
EUROPEAN PROJECTS

In the context of the IST framework program
[2], the EU has founded three research projects
in the area of QoS support in large IP networks:
AQUILA, CADENUS, and TEQUILA (Fig. 1).
They have the same high-level objective of devel-
oping solutions for provisioning IP premium ser-
vices (i.e., IP QoS) as a fundamental step toward
the next-generation networks (NGNs). The three
projects have focused on different specific issues,
but of course with some overlaps in the problem
space and the solution space. This was an oppor-
tunity to collaborate and progress in parallel.
Each project also benefited from the possibility
to integrate and compare its own results with
other projects’ work and results (Fig. 2).

Advanced service offerings require a sound and
well-structured business model in which to operate,
combined with technical possibilities to specify and
manage the services in an automated way. Once a
service is specified, it can be used as an input to
the previously mentioned QoS provisioning archi-
tectures in order to actually implement the services
on the wire. In the following paragraphs, the ser-
vice and network management focus of the above-
mentioned projects will be outlined.

SERVICE MANAGEMENT AND
SERVICE DEFINITION

The specification of a business process is the
main activity required when creating a new ser-
vice. The CADENUS project considers the cur-
rent business processes involved, especially
including the definition, and increased flexibility
and dynamic nature, of SLAs and SLSs. A fun-
damental aspect of the CADENUS architecture
is the separation of service providers from net-
work (resource) providers. In this way, the
resources aspects are hidden to the service pro-
viders, which have only an abstract view of them.
The architecture also includes other levels in
order to simplify and add robustness. CADE-
NUS maps its architecture to the Telecommuni-
cations Management Forum (TMF) business
processes. It considers the overall environment
(access, service, and wholesale), including resi-

data (based on a common Document Type Defi-
nition) on a central directory server. The QoS
Management Tool provides network operators
access to network services.

TEQUILA makes abstractions by considering
“customer-provider” relationships. The provider is
a network provider and the customer may be a
company, a residential user, an application
provider, another provider, or any other legal enti-
ty subscribing to a (network) service. The TEQUI-
LA network architecture expects to activate service
requirements in two (possible coinciding) epochs:
a subscription and an invocation action. In the
subscription action, a service will be specified in
an SLS, and will be transported from the user to
the TEQUILA architecture for which the generic
session-oriented Service Negotiation Protocol
(used to establish, modify, and terminate service
contracts) was developed. The actual activation or
invocation of the service is done either implicitly
(i.e.,, an always-on service) or explicitly by notify-
ing the provider’s edge (e.g., using RSVP).

NETWORK RESOURCE MANAGEMENT AND
TRAFFIC ENGINEERING

Once application requirements are translated
into services, their resource requirements must
be translated into a network configuration. This
builds on technologies like DiffServ and MPLS
available in the network, management technolo-
gies to configure them, and measurements to
validate the provisioning and optionally adapt
the management strategy.

The three projects deal with QoS-provision-
ing using traffic engineering from both the long
term centralized and short-term distributed
aspects. CADENUS and TEQUILA explicitly
base their resource management on a policy-
based approach. CADENUS introduces the poli-
cies at different levels, starting from the
translation of the SLA down to the set of com-
mands for setting the network devices. The poli-
cies are stored in resource repositories
(databases), which are accessible from the entity
that handles the resources.

In TEQUILA, the use of high-level policies is
the key element in driving the traffic engineering
algorithms. In particular, this is used for network
dimensioning, which allows calculating the long-
term network configuration based on network
status information, and current and forecast ser-
vice subscriptions. TEQUILA proposed a set of
service definition and traffic engineering tools to
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User Service management Network management Interdomain
interaction
Business model
CADENUS . .
Access Service Resource Policy
mediator mediator || mediator repository
IT
Resource control layer
B2y Admission control
application
AQUILA pt?oolkit agent Resource control agent BGRP
Service management Traffic engineering
STNP Dynamic route
tocol Subscripti | ti
TEQUILA protoco ubscription nvocation . . el ReerE
and service Dimensioning BGP
e oeation subsystem subsystem management

M Figure 2. Architectural view of the AQUILA, TEQUILA, and CADENUS projects.

obtain quantitative end-to-end QoS guarantees
through careful planning, dimensioning, and
dynamic control of scalable and simple qualita-
tive traffic management techniques within the
Internet (i.e., DiffServ over MPLS).

AQUILA does not use policies, but performs
global management of the resources via the
resource control agent (RCA), which monitors,
controls, and distributes the resources in the net-
work.

Moreover, in addition to the approaches to
long-term management, the three projects pro-
pose approaches for handling the backbone
resources in the short term in a dynamic way.
This two-level traffic engineering approach (dele-
gating short-term traffic engineering decisions to
components closer to the wire, as opposed to a
single monolithic bandwidth broker) is required
to perform QoS provisioning in a scalable and
flexible way. TEQUILA performs dynamic admis-
sion control, as well as dynamic route and
resource management that is operated within
boundary conditions set by the network dimen-
sioning. Communication between the entities that
handle the services and resources allows dynamic
admission control at the time of registration and
invocation, as appropriate for the service. Finally,
AQUILA dynamically handles the resources with
a hierarchical structure with resource pools at the
network edges and a per-flow-based admission
control independent of resource management.
The admission control agent (ACA) controls
access to the network by performing policy con-
trol and admission control. EAT, ACA, and
RCA together make up the resource control
layer (RCL), an overlay network on top of the
DiffServ core network. This way the RCL pro-
vides an abstraction of the underlying layers.

IMONITORING
Since the projects aim at provisioning advanced

QoS services in a heterogeneous flexible environ-
ment, network monitoring plays an important role.

In CADENUS monitoring and measurement is
performed at all of the interfaces between the
mediators. TEQUILA investigates a monitoring
architecture for: assisting traffic engineering in
allocating resources efficiently and dimensioning
the network for any short- or long-term changes;
in-service verification of the traffic and (QoS) per-
formance characteristics by monitoring customer-
specific SLSs. AQUILA defines and implements a
distributed measurement architecture that is used
for two main tasks. First is support of network
operation and resource control performed through
the network operator. This is used to enable mea-
surement-based admission control and to give the
operator a view of the current situation within the
network. The second task is to validate the imple-
mented QoS architecture including evaluation of
the end-to-end QoS of network services and vali-
dation of the admission control. This is used to
support traffic engineering in the design of the
algorithms and their parameters.

INTERDOMAIN QOS

End-to-end QoS provisioning must also reach
across administrative boundaries. AQUILA
investigated the extensions of its QoS model to
interdomain starting from the BGRP framework
proposed in [11]. Dynamic reservations spanning
multiple domains are supported. In order to
address the scalability issue, the Border Gateway
Reservation Protocol (BGRP) aggregates reser-
vations that span multiple domains considering
the destination domain, limiting the state infor-
mation that must be maintained. Some mecha-
nisms are also defined in order to avoid the
signaling for each reservation having to travel all
along the path from the source to the destina-
tion, limiting the signaling load. The BGRP
relies on routing information provided by the

IEEE Communications Magazine * January 2003




In order to
address the
scalability issue,
the BGRP
aggregates
reservations that
span multiple
domains
considering the
destination
domain, limiting
the state
information that
must be

maintained.

traditional interdomain routing protocol (BGP):
routing is not affected, as BGRP is basically an
admission control mechanism.

TEQUILA takes a complementary approach
by enhancing the BGP protocol in order to con-
vey QoS-related information, such as the delay
or loss experienced by packets for a given desti-
nation on a route. This information can be used
to modify the routing according to the QoS
requirements, with the aim of building interdo-
main end-to-end QoS paths.

CHALLENGES AND
FUTURE DIRECTIONS

In the last decades a powerful set of technologies
has emerged from worldwide research to support
QoS in today’s networks. The IST Premium IP
projects have built on this in order to provide the
required infrastructure to create and offer
advanced QoS-aware flexible services. By automat-
ing all layers involved in management and provi-
sioning, this research has made “zero-effort”
network management combined with value-added
service offering possible. This also opens up the
way to make services currently considered hard to
implement — demanding multimedia, gaming,
global grid computing, content distribution, and so
on — as common as basic connectivity.

The current efforts spent on bringing people
together, with backgrounds ranging from busi-
ness definition, service creation, and traffic engi-
neering to low-level monitoring and forwarding
differentiation, should be a starting point to fur-
ther enhance cooperation between all these dif-
ferent networking areas. Better and standardized
synchronization between the network layers, and
of the interconnection between players is a logi-
cal continuation of this.
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